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Abstract 

This paper examines the relative importance of monetary growth and 
exchange rate depreciation as causes of inflation in a sample of 10 Sub- 
Saharan African countries. Causality tests and impulse response functions 
derived from vector autoregression (VAR) analysis suggest that both monetary 
expansion and exchange rate adjustments cause inflation in a number of these 
countries. However, the failure of the tests to attribute the bulk of the 
variance in inflation in most of the countries to either variable suggests 
either a problem with the statistical technique or that some other factor-- 
perhaps structural bottlenecks or a measure of overall macroeconomic policy 
stance incorporating both monetary and exchange rate policy--may be even 
more important as a determinant of inflation in African countries. 
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Summary 

. 

Despite the rise in inflation in Africa since the mid-1970s, there has 
been surprisingly little research on its causes. The few esisting studies 
have identified monetary growth and exchange rate depreciation as possible 
causes of inflation, without indicating which of the two is more important. 
Their relative importance, however, has bearing on the debate over stabili- 
zation programs, because critics of traditional programs often contend that 
exchange rate changes matter more than monetary growth in causing inflation. 
The current paper examines this issue in a representative sample of ten 
sub-Saharan African countries using a method--vector autoregression (VAR) 
analysis--whereby causal relationships among variables can be studied 
without the need to specify detailed, country-specific economic models. 

Causality tests for inflation indicate a significant causal role for 
money in four of the ten countries, and a significant causal role for 
exchange rates in another four, although monetary growth may cause exchange 
rate adjustments that lead to inflation in one oi' the latter four countries. 
However, tests looking at the variance of inflation suggest that price 
changes themselves are the most important cause r,f inflation in eight coun- 
tries, with money mattering most in one country and either money or exchange 
rates being most important in a second. Impul-,e response functions indicate 
that monetary shocks generate the largest charges in inflation in four coun- 
tries, exchange rate shocks in three, and price shocks in the rest. 

Together, these results confirm the contention that both escbange Late 
movements and monetary growth affect inflation in African countries, dith 
one mattering more in certain countries and the other more important in 
some others. The results of the variance decompositions suggest, however, 
either a shortcoming in the VAR technique or that some other factor--perhaps 
structural bottlenecks or a measure of overall macroeconomic policy stance 
incorporating both monetary and exchange rate policy--may be even more 
fundamental as a source of inflation in many African countries. 



I. Introduction 

Inflation has become a significant problem for Africa during the past 
fifteen years. Since the first oil shock in the mid-1970s, African 
inflation rates have averaged more than 15 percent a year. For Sub-Saharan 
Africa, the average inflation rate has been closer to 20 percent a year. A 
few Sub-Saharan countries have even experienced inflation rates of 50 or 
even 100 percent a year. 

The emergence of substantial inflation in Africa has led to widespread 
debate about its causes. Many economists that favor traditional adjustment 
strategies contend that monetary growth, arising particularly from the 
domestic bank financing of large budget deficits, is the major source of 
inflationary pressures. By contrast, some critics of the traditional 
approach, such as the United Nations' Economic Commission on Africa (UNECA) 
in its "African Alternative Framework for Structural Adjustment Programmes" 
(UNECA, 1989), have identified exchange rate depreciations as a major 
factor. Controversy between these two viewpoints has led to differing 
prescriptions about the appropriate policy response. Those focusing on 
monetary factors have emphasized reducing government budget deficits and 
restraining credit to public enterprises, while advocating exchange rate 
depreciation to offset any overvaluation resulting from past inflation and 
deterioration in the terms of trade. Those emphasizing the role of exchange 
rate depreciation, by comparison, have argued against further exchange rate 
adjustments, preferring instead a combination of incomes policies, price 
controls, and demand reduction measures. In addition, the recent literature 
has begun to emphasize more the linkages between exchange rate policy and 
ocher tools for macroeconomic management, noting that a fixed exchange rate 
can serve as a "nominal anchor" to an economy and thus limit inflation if 
supported by appropriate monetary and fiscal policies. L/ 

Despite its importance, there has been surprisingly little research on 
the causes of inflation in African countries. As described in this paper, 
the few empirical studies on this issue have used traditional econometric 
techniques best suited to identifying whether individual variables are 
related to inflation. Thus, the relative importance of different factors as 
causes of inflation remains to be determined. 

The purpose of this paper is to explore further the relative importance 
of monetary growth and eschange rate depreciation as causes of inflation in 
African countries. To do so, the techniques of vector autoregression (VAR) 
analysis, which have become popular in economic analysis during the last 
decade, are used. By eliminating the need to develop explicit economic 
models and thus impose a priori restrictions on the relationships among 
variables, VAR analysis permits a more general test of causation among 
different economic variables than is possible in conventional econometric 

l/ See, for example, Aghevli and others (1991). 
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analysis. I-J Th is feature also enables VAR analysis to provide a way for 
comparing the relative importance of different factors identified as causes 
of a particular variable. By decomposing the forecast error variance in the 
dependent variable into portions arising from innovations in different 
explanatory variables, the relative weight of each factor as an influence on 
the variable of interest can be determined. Finally, VAR analysis provides 
a method for comparing the relative power of unit changes in innovations of 
each predetermined variable on the dependent variable, by estimating impulse 
response functions. 

Together, these three components of VAR analysis--causality tests, the 
decomposition of forecast error variance, and impulse response functions-- 
can identify the relative importance of monetary growth and exchange rate 
depreciation as causes of inflation within individual countries. 2/ By 
searching for long-term relationships between each of these variables and 
inflation, however, this approach necessarily abstracts from the effects of 
interactions between these and other components of macroeconomic policy that 
may themselves have a major bearing on inflation in individual countries. 
To the extent that changes in the stance of macroeconomic policy, 
encompassing not only adjustments in monetary and exchange rate policy but 
also structural measures, significantly affect inflation rates, long-term 
empirical relationships between monetary growth or exchange rate adjustment 
and inflation in individual countries may be less stable. However, if 
monetary or exchange rate adjustments are the main components of 
macroeconomic policy, shifts in the policy stance should not obscure 
underlying relationships between these two variables and inflation. 

The plan of the paper is as follows. Section II of the paper provides 
a brief review of trends in inflation, monetary expansion, and exchange rate 
movements in Africa since the mid-1970s. Section III reviews recent 
research on the causes of inflation in Africa. Section IV presents the 
paper's empirical findings for 10 countries in Sub-Saharan Africa during the 
period 1978-89. The first part of this section discusses the results of the 
Granger causality testing. The next subsection presents the results of the 
decomposition of forecast error variance in the domestic inflation variable, 
while the final subsection describes the estimated impulse response 
functions for each of the explanatory variables. Section V contains a 
summary of the paper and the main conclusions. An appendix gives details on 
the tests for unit roots and cointegration of the data, as well as the 
impulse response functions for each country in the sample. 

lJ However, the causality testing normally done within VAR analysis is 
Granger causality, which has a precise definition and thus some limitiations 
as a standard for determining whether one variable "causes" another (see 
Cooley and LeRoy, 1985). 

2/ For further discussion of the use of VARs to analyze the inflationary 
process, see Montiel (1989). 
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II. Recent Trends in Inflation, Monetary Growth, 
and Exchange Rate Movements in Africa 

Although data on prices in most African countries must be treated with 
caution because of limitations in coverage and widespread price controls, 
the available information suggests that African countries have experienced 
considerable inflation during the past two decades. As shown in Table 1, 
the average annual inflation rate for all of Africa, as measured by changes 
in consumer price indices, averaged 15 percent during 1971-80 and 17 percent 
during 1981-88. 1/ For Sub-Saharan Africa, the rates were somewhat 
higher: the comparable values for the two sub-periods were 17 and 
20 percent, respectively. The average inflation rates for all African 
countries during the past two decades were larger than for developing 
countries in Asia and the Middle East and far exceeded those for the 
industrial countries. Only for developing countries in the Western 
Hemisphere and, during the 198Os, for those in Europe were average inflation 
rates higher than those in Africa. 

Disaggregating the data on African inflation by countries suggests that 
African countries can reasonably be subdivided into two groups from the 
standpoint of inflation performance: a group of 12 countries for which 
annual inflation rates averaged roughly 20 percent or more during 1975-88, 
and a second group of 35 countries in which average inflation rates during 
the period were roughly 10 percent a year (Greene, 1989). 2/ This 
disaggregation reveals some interesting relationships among trends in 
inflation, monetary expansion, and exchange rates in African countries. As 
shown in Table 2, which is also taken from Greene (1989), average rates of 
monetary growth, the average percentage change in net domestic bank credit 
to government (measured relative to the broad money stock at the start of 
the year), and the average depreciation in the nominal effective exchange 
rate were all significantly higher in the 12 high-inflation African 
countries than in the remaining African countries with more moderate 
inflation rates. The growth rate of broad money in the high-inflation 
countries averaged more than 10 percentage points above that in the more 
moderate inflation countries. However, both groups of countries exhibited 
significant rates of monetary expansion, averaging more than 13 percent a 
year even for the countries with lower inflation rates. Table 2 also 
reveals relatively more exchange rate depreciation in the higher-inflation 
African countries, where the nominal effective exchange rate depreciated on 
average by 18.5 percent a year during 1981-88, compared to 0.7 percent for 
the countries with more moderate inflation rates. There was little 
difference between the two groups of countries in average government budget 
deficits, measured as a ratio to gross domestic product (GDP), or in import 

1/ The data in this table are taken from Greene (1989). 
&?/ The 12 high-inflation countries are Ghana, Guinea, Guinea-Bissau, 

Mozambique, Nigeria, Sierra Leone, Somalia, Sudan, Tanzania, Uganda, Zaire, 
and Zambia. 



Table 1. Inflation Rates in Africa and Other Country Groups, 1971-88 1/ 

Average Average 
1971-80 1981 1982 1983 1984 1985 1986 1987 1988 1981-88 

Africa 3J 

Sub-Saharan Africa 4J 

Developing Countries 

By Region: 

Asia 

Europe 

Middle East 

Western Hemisphere 

Industrial Countries 

15.2 22.4 12.6 19.7 23.8 12.4 13.2 14.7 19.8 17.2 

17.2 25.7 14.0 24.5 29.4 13.4 14.2 18.2 24.9 20.4 

20.5 25.8 25.2 32.4 38.2 39.7 31.1 40.5 67.1 37.0 

10.5 10.4 6.4 6.7 7.3 7.1 9.1 9.8 14.6 8.9 

13.8 23.6 33.1 22.8 25.4 25.5 24.8 30.3 49.3 29.1 

13.5 15.1 12.9 12.0 14.4 17.0 18.2 19.3 18.8 15.9 

39.8 60.8 66.8 108.6 133.0 144.9 87.8 130.0 277.6 118.6 

8.7 10.1 7.5 4.9 4.7 4.1 2.3 2.9 3.2 4.9 

Source: Greene (1989). 

I 

f- 

I 

lJ Annual percentage changes in consumer prices. 
2/ Compound annual rates of change. 
J/ Excludes Angola, Namibia, and South Africa. 
&/ Excludes Algeria, Angola, Morocco, Namibia, Tunisia, and South Africa. 

. 



fable 2. Africa: Selected tconcwnlc Indlcstors far 

fliph-Inflstlon and Other CountrJe6. 1975-66 

Other Countrise 

**Y FJBCOl CrodJt to Import EXchan8e InflatJon -07 PiBCMl Credit to Import Exchml(c 

Growth H/ Deficit z/ Govt. r/ PrJces d/ Rata p/ #tat* d/ Growth 2/ D*fJcJt a/ Govt.. y PrIcea 2/ Rat.0 g/ 

30,6 37.8 9.8 11.5 12.0 . 
26.3 35.2 8.7 20.7 -0.7 . 
30.0 3r.a 8.2 32.3 9.6 -1.2 

26.8 10.7 5.7 18.7 13.8 -8.2 

24.b 15.4 5.0 6.B 15.6 -8.2 

21.8 40.2 3.6 5.6 15.7 4.7 

11.1 18.4 6.6 

9.8 23.8 e.5 

13.2 20.4 7.0 

12.3 18.1 7.3 

11.e 16.0 7.6 

10.6 14.0 7.3 

0.7 

7.0 

3.7 

9.8 

5.8 

6.6 

14. e 

-1.4 

6.2 

11.9 

15.8 

15.5 

. . 

-0.3 

-2.0 

0.6 

2.2 

1975 

1876 

1977 

1976 

1979 

1960 

1961 

19e2 

19t33 

1984 

1985 

1986 

1967 

198.9 

AV*rOK*S : 

1975-00 

1EJe1-68 

33.4 24.3 7.8 31.9 -3.7 1.1 12.3 15.7 5.4 4.4 -4.4 1.9 

14.5 16.1 7.7 22.7 -4.6 -1.6 10.6 16.1 0.4 8.2 -6.1 2.7 

31.7 18.9 6.2 33.9 -4.6 -5.8 6.1 12.7 10.0 6.9 -3.6 1.9 

39.4 22.2 1.8 13.7 -2.8 -5.9 9.4 19.0 5.5 6.5 -3.2 3.3 

IS.8 27.2 4.0 8.1 -1.6 -13.2 9.3 15.1 6.8 2.5 -1.5 2.3 

17.9 20.6 4.9 2.1 13.5 -43.3 9.3 6.8 8.2 8.7 13.0 -7.1 

26.2 31.0 8.5 6.0 10.9 -59.9 6.1 8.8 7.4 5.9 10.7 -8.1 

37.0 45.3 9.5 16.9 6.2 -18.6 8.2 8.5 7.8 4.1 5.1 -4.6 

28.6 29.7 7.0 15.9 11.5 -3.5 p 11.5 10.4 7.6 6.9 10.8 0.1 y 

27.0 25.8 7.0 17.2 1.8 -18.5 9.2 13.0 7.5 5.6 1.3 -0.7 

SOUKCCI: ItJF (lQ89), and IntamatIonal Flnancisl Statlstlcr. various issues. 

I/ PPrcnnt chan6e In conswner prices. 

2/ PPrcent chan6e in broad money JM2). 

a/ Central ~.Ov~rnment budRet deficit am a percentaRe of GDP. 

41 Percent rhrnne In net credit to 6overnmcnt, relative to the broad money stock at the ntart of the year. 

>/ Frrrrnt Chan8e In Import unit values (in U.S. dollars). 

$/ Psrcvnt ctl~n,3~ In nomJnO1 affective axchange rate; negative fluura Jndlcates dapreciation. 
I/ Avrra@,e for lR77-80. 
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unit values measured in U.S. dollars. 1;/ However, the average growth rate 
of net domestic bank credit to government was 9 percentage points higher 
during 1975-80, and 11 percentage points higher in 1981-88, in the high 
inflation African countries than in the African countries with lower 
inflation rates. The implication is that fiscal imbalances generate 
inflation mainly through their effect on monetary expansion (i.e., to the 
extent they are financed by domestic bank borrowing), rather than through 
the size of the deficit per se relative to GDP. 

The foregoing observations suggest there may be a close connection 
among monetary growth, exchange rate depreciation, and inflation performance 
in Africa. Indeed, regressions of inflation rates in these two groups of 
African countries suggest that both monetary growth and exchange rate 
depreciation are positively and significantly related to the inflation rate 
(Greene, 1989). However, because in some countries changes in monetary 
growth and exchange rate adjustments may have occurred in response to past 
inflation, such evidence does not indicate clearly whether these 
developments can be said to have caused inflation in African countries. 

III. Recent Research on Inflation in African Countries 

In addition to Greene (1989), a number of other empirical studies of 
inflation in Africa have appeared in the last few years. Most of these, 
however, have succeeded only in confirming the role of monetary growth 
and/or exchange rate depreciation as being among the causes of inflation, 
rather than testing which of these variables appears to have had more impact 
on African inflation rates. 

London (1989), analyzing the experience of 23 African countries for the 
period 1974-85, found considerable support for the role of exchange rate 
adjustments as well as monetary growth in explaining inflationary 
developments. In this study, both cross-section and time-series regressions 
indicate that models of inflation based solely on monetary expansion and 
real income growth (which is related negatively to the inflation rate) leave 
sizable portions of the inflationary process unexplained. Moreover, the 
addition of a bilateral exchange rate variable appears significantly related 
to the rate of domestic inflation during the period 1980-85. Chhibber and 
others (1989), looking specifically at Zimbabwe, where data on wage costs 
and interest rates were also available, identified unit labor costs and 
interest rates in addition to the exchange rate, foreign prices, monetary 
growth, and real income growth as factors explaining inflation. Tegene 
(1989), using Granger and Pierce causality tests, found evidence of 
causation running from monetary expansion to inflation in six African 

lJ The lack of significant difference in import unit values among 
countries may be because of a basic similarity in the composition (mainly 
fuel and manufactured goods) and geographic origin (mostly from Europe) of 
imports in most Sub-Saharan countries. 
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countries. Finally, Agenor (1989), examining trends in inflation in four 
African countries, has identified an important role for parallel market 
exchange rates, as compared to official rates, and monetary expansion in 
explaining both the decomposition of the forecast error variance of 
inflation rates and in estimating the response of the inflation rate to unit 
shocks to each of these variables. 

Except for Tegene and Agenor, the studies thus far have all employed 
traditional econometric techniques, which involve estimating structural 
economic models and are therefore subject to the usual problems of invalid 
restrictions and specification error. The Tegene and Agenor studies, which 
use VAR analysis, in principle avoid some these difficulties. But Tegene 
has examined only the basic causal relationships between monetary growth and 
inflation, while Agenor's paper focuses on the decomposition of forecast 
error variance in inflation, and then only for a very few countries. In 
addition, the variable in Agenor's paper that appears most important in 
explaining variations in the forecast error of inflation, the parallel 
market exchange rate, is not one over which policy makers have a direct 
influence. Rather, it is determined by, among other factors, anticipated 
devaluation and actual and projected rates of monetary growth. None of 
these studies thus provides conclusive evidence of whether monetary 
espansion or devaluation matters more as a cause of inflation in Africa. 

IV. Empirical Results 

To examine the relative importance of monetary growth and exchange rate 
depreciation in Africa, Granger causality tests and a decomposition of the 
forecast error variance in inflation rates were performed and impulse 
response functions were estimated using quarterly data for a representative 
sample of 10 Sub-Saharan African countries--the Gambia, Ghana, Kenya, 
Nigeria, Sierra Leone, Somalia, Tanzania, Uganda, Zaire, and Zambia--over 
the period 1978-89, with the exception of Uganda, for which published data 
for all three variables were only available for the years 1981-86. I/ 
These 10 countries were chosen to represent a range of African experience 
with inflation, with the Gambia and Kenya exhibiting more moderate rates of 
inflation, generally ranging from 5 to 15 percent annually, and the other 
eight experiencing considerably higher inflation rates. 

Domestic inflation in this study was defined as the percentage change 
in each country's major consumer price index (CPI), this being the only 
price series available for all ten countries. The bilateral exchange rate 
vis-i-vis the U.S. dollar was used as the exchange rate variable, to reduce 
tllc recording of depreciation from changes in cross-rates between the dollar 

lJ The data were taken from the Fund's International Financial Statistics 
data bank. 
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and other currencies rather than from discrete devaluations. I/ For the 
monetary variable, Ml was chosen as a good compromise between an aggregate 
subject to direct policy control, such as the monetary base, and one 
sufficiently broad to be a reasonable measure of monetary holdings in the 
economy, such as M2. In three countries, however, unit root tests revealed 
that domestic credit, but not Ml, was stationary at the level of first 
differencing. Accordingly, in these countries (Somalia, Tanzania, and 
Zaire) domestic credit was used in place of Ml. 

To obtain stationary data on which to perform the analysis, the various 
price, money, and exchange rate series were tested for unit roots and 
cointegration. Vector autoregressions were estimated on the various series 
in both log level and in log first difference form, and the resulting VARs 
indicated unit roots for virtually all the series in the former but not the 
latter, with the exception of Zambia (Appendfx Table A-l). 2/ In the case 
of Zambia, the data proved stationary only at the level of second 
differencing (i.e., the change in the change of the log of the price level, 
etc.). Accordingly, the subsequent analysis was performed on data in log 
first differences for nine of the ten countries, and for log second 
differences in the case of Zambia. As shown in Appendix Table A-2, 
cointegration among variables could be ruled out at the 1 percent level for 
all but one combination of variables (between prices and exchange rates in 
Somalia), based on tests with a null hypothesis of no cointegration 2/, 
although at lower levels of significance cointegration between a few pairs 
of variables and, in the case of Sierra Leone, among all three variables, 
could not be ruled out. 4J Thus, it did not seem necessary to include 
error correction terms in the subsequent analysis. 

In addition to stationarity and cointegration, it was also important to 
correct for seasonality, which is characteristic of price series in most 
countries and monetary data in many African countries, because of 

r/ Most of the ten countries were pegged to the U.S. dollar for large 
portions of the observation period and made discrete exchange rate 
ad.justments vis-A-vis the dollar. 

2/' As shown in Appendix Table A-l, at the 1 percent significance level 
unit roots could be ruled out for log level data only in the case of Nigeria 
for the price level and Kenya for the exchange rate. At the level of first 
1.0,; differences, except for Zambia, unit roots could be eliminated for all 
variables except the price level in Sierra Leone. Thus, there is some risk 
of overdifferencing in the case of Kenya and Nigeria, and nonstationarity in 
the case of Sierra Leone. 

3/ These tests have relatively little power, however, so in some 
circumstances analysts also test using the null hypotehsis that 
cointegration is present. 

f!/ Cointegration could not be ruled out at the 10 percent level or better 
between prices and money in Ghana, prices and the exchange rate in Nigeria, 
Sierra Leone, and Somalia, or between money and the eschange rate in Nigeri;l 
and Sierra Leone. 
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fluctuations in credit associated with crop financing cycles. To avoid 
introducing serial correlation, the data were not transformed by taking 
fourth-quarter differences. Instead, the following method was used. The 
price data were deseasonalized by introducing seasonal dummies wherever an 
F-test indicated that they were jointly significant at the 10 percent level 
or greater. Because the same procedure cannot be used for predetermined 
(i.e., right-hand-side) variables, the monetary data were deseasonalized in 
log level form (i.e., before differencing) using the exponential smoothing 
technique in the RATS computer program. This procedure requires choosing a 
deterministic trend in the series to be smoothed. For this exercise, the 
trend was assumed to be linear, and seasonality was assumed to be additive. 

1. Granger causality analvsis 

Granger causality tests were performed on the data in two ways: 
bivariate tests, involving either a monetary aggregate and consumer prices 
or an exchange rate variable and consumer prices; and trivariate tests, 
involving a monetary aggregate, an eschange rate variable, and consumer 
prices simultaneously. Of these two tests the trivariate analysis is 
probably more useful, because only in trivariate regressions can the 
relative effects of monetary and exchange rate variables be compared, 

The number of lags used in the analysis was determined in the following 
way, using the Schwarz criterion. l/ Because the sample contained a 
number of high inflation countries in which exchange rate and monetary 
shocks were likely to affect prices fairly quickly, lags were assumed to 
fall between 1 and 4 quarters. Early experimentation with longer lag 
lengths (of up to 8 quarters) yielded results that may have reflected the 
greater likelihood of outliers and quirks in the data. 2/ Both the 
bivariate and trivariate analyses were performed using uniform lag lengths 
for each variable within a regression (i.e., the same number of lags for all 
explanatory variables appearing in the equation). However, in the bivariate 

1/ The Schwarz criterion is very similar to the more common Akaike 
information criterion, both of which are asymptotically equivalent to a 
procedure in which one starts with a maximum lag length and then reduces the 
length until the coefficient on the last lag is found to be significant. 
The Schwarz criterion tends to select shorter lag lengths than the Akaike, 
which was useful for the present analysis because of the relatively short 
sample period of the data. However, using the Akaike criterion would have 
led to longer lag lengths in only 4 of the 20 bivariate regressions, and 
only 2 of the 10 trivariate regressions. In only 1 of these 6 instances 
would more than one additional lag have been added. For further discussion 
of the Schwarz criterion, see Doan (1988), 

2/ Longer lag lengths could cause a regression to reflect coincidences 
such as a large devaluation occurring, for example, two years before an 
unrelated inflationary surge. This could lead to a spuriously significant 
coefficient on the eighth lag of the exchange rate in a regression with the 
CPI as the dependent Lrariable. 
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regressions different lag lengths were used in the regressions of prices on 
the exchange rate and of prices on the monetary variable in all but three of 
the countries (Ghana, Nigeria, and Uganda). In addition, the number of lags 
was permitted to vary across countries, to allow for differences in 
structural characteristics. To test for causality the Granger F-test, which 
is the most widely-recognized approach, was used, although experimentation 
with two alternatives (the Sims test and the Sims-Geweke-Dent test) I-J 
revealed that results may be sensitive to the type of test used (Doan, 
1988). The final lag lengths are reported in Table 3 (bivariate VARs) and 
Table 4 (trivariate VARs). 

a. Bivariate tests 

Table 3 summarizes the results of the bivariate Granger analysis. 
Entries indicate at which lags the hypothesis of no Granger causality can be 
rejected at various significance levels. As indicated in Table 3, Granger 
causality from the exchange rate to prices cannot be rejected for three of 
the 10 countries (Kenya, Sierra Leone, and Zafre) at the 5 percent 
significance level, and at roughly the 10 percent level for a fourth country 
(Tanzania). Granger causality from prices to the exchange rate, by 
comparison, appears to hold at the 5 percent significance level in the case 
of Ghana. In 5 countries Granger causality can be ruled out in either 
direction between the exchange rate and prices at the 10 percent level: the 
Gambia, Nigeria, Somalia, Uganda, and Zambia. 

As regards money, Granger causality cannot be rejected at the 5 percent 
significance level for three of the 10 countries (Sierra Leone, Somalia, and 
Uganda), and at about the 10 percent level for a fourth country (the 
Gambia). Causality from prices to money cannot be rejected at the 
10 percent level for two of the 10 countries (Ghana and Uganda). One 
country exhibits two-way causality between money and prices at the 
10 percent level or better (Uganda). Overall, causality between money and 
prices in either direction can be ruled out at the 10 percent level for 5 
countries (Kenya, Nigeria, Tanzania, Zafre, and Zambia). 

Except for Sierra Leone, in countries where money appeared to cause 
prices, exchange rates did not, and vice versa. Thus, money, but not 
exchange rates, appeared to be a significant cause of prices in the Gambia, 
Somalia, and Uganda, while exchange rates but not money were a significant 
cause of prices in Kenya, Tanzania, and Zafre. These results are not 
surprising in view of the history and policy choices of some of these 
countries. For example, in Somalia the official exchange rate remained 
unchanged from the mid-1970s through 1981, while monetary aggregates 
increased enormously. By comparison, during most of the sample period 
Kenya's authorities had a deliberate policy of depreciating the real 
exchange rate, while Zafre's exchange rate has been determined through a 

l/ For a comparison of these three tests, see Griliches and Intrilligator 
(1984, pp. 1122-33). 



Table 3. Results of Bivariate Granger Causality Tests 
for Ten African Countries 1/ 

Gambia 

Ghana 

Kenya 

Nigeria 

Sierra Leone 

Somalia 

Tanzania 

Uganda 

Zafre 

Zambia 

Exchange Rate and Prices 

Number of 
lags E causes P P causes E 

1 0.124 0.531 

3 0.223 0.019** 

1 0.032** 0.388 

1 0.766 0.620 

2 0.006*** 0.460 

2 0.116 0.301 

1 0.104(*) 0.996 

1 0.113 0.638 

2 0.006*'* 0.601 

1 0.599 0.461 

I/ The term "X causes Y" is defined as "the null hypothesis that X fails to Granger-cause Y can be 
rejected." Lag lengths indicate the lags at which the equations were estimated. Results are based on 
quarterly data reflecting the first difference (for Zambia, the second difference) in the logarithm of 
designated variables relative to the logarithm for the previous quarter, with seasonal dummies included in 
all regressions except those for Kenya, Uganda, and Zai're, where they were not jointly significant at the 
10 percent level. E represents the bilateral rate vis-8-vis the U.S. dollar; P, the domestic consumer 
price index; and M, a monetary aggregate (domestic credit for Somalia, Tanzania, and Zaire; and Ml for the 
other 7 countries). Entries benote significance levels for t-statistics on the respective terms in the 
underlying bivariate VARs. 

* denotes significance at the 10 percent level. 
-2-k denotes significance at the 5 percent level. 
*k-k denotes significance at the 1 percent level. 

Money and Prices 

Number of 
lags M causes P P causes M 

1 0.103(") 0.831 

3 0.276 0.068" 

1 0.925 0.354 

1 0.151 0.229 

1 0.005*** 0.331 

1 0.013** 0.814 

2 0.250 0.272 

1 0.025** 0.056* 

1 0.126 0.799 

1 0.729 0.724 
. . Source: IMF, International Financial Statistics data DanK. 



Table 4. Results of Trivariate Granger Causality Tests 
for Ten African Countries lJ 

Gambia 

Ghana 

Kenva 

Nigeria 

Sierra Leone 

Somalia 

Tanzania 

Uganda 

Zaire 

Zambia 

Number 
of 

lags 

1 

3 

1 

1 

1 

1 

1 

1 

2 

1 

Exchange Rate and 
Prices 

E causes P causes 
P E 

0. 091'i' 0.134 

0.325 0.053* 

0.591 0.415 

0.907 0.229 

o.oo2‘k"* 0.149 

0.363 0.554 

0.075* 0.997 

0.401 0.124 

O.Olh** 0.639 

0.125 0.474 

Monev and Prices 

M causes P causes 
P M 

0.076* 0.991 

0.393 o.o88‘k 

0.632 0.061* 

0.163 0.758 

0.003*** 0.899 

0.244 0.874 

0.172 0.396 

0.038** 0.467 

0.252 0.770 

0.470 0.832 

Eschanre Rate and 
Monev 

E causes M causes E 
M 

0.661 0.261 

0.776 o. oo8*** 

0.125 0.731 

0.961 0.147 

0.308 0.156 

0.722 0.553 

0.057* 0.546 

0.550 0.291 

0.360 0.103(*) 

cl. 659 0.805 
Source: I>lF, International Financial Statistics data bank. 

L/ The term "X causes Y" is defined as "the null hypothesis that X fails to Granger-cause Y can be 
rejected.W Lag lengths indicate the lags at which the equations were estimated. Results are based on 
quarterly data reflecting the first difference (second difference in the case of Zambia) in the logarithm 
of designated variables over the preceding quarter. E represents the bilateral exchange rate vis-a-vis 
the U.S. dollar; P, the domestic consumer price index; and M, a monetary aggregate (domestic credit for 
Somalia, Tanzania, and Zaire; and Ml in the case of the other 7 countries). Entries denote significance 
le~~els for t-statistics on the respective terms in the underlying trivariate VARs. 

I 

1.3 

:k derlotrs significance at the 10 percent level. 
L':;k cle-l!oLes significance at the 5 percent level, 
+L:::': denotes significance at the 1 percent level.. 
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floating interbank market. The case of Zaire is particularly interesting, 
however, because bilateral tests indicate that monetary impulses appear to 
cause exchange rate changes, which suggests that the ultimate cause of price 
changes may be monetary impulses after all. 

In two countries, Nigeria and Zambia, bivariate Granger tests indicate 
causation neither between prices nor exchange rates and money, and in 
neither direction, at the 10 percent significance level, although causation 
from money to prices could not be ruled out at the 15 percent level in the 
case of Nigeria. In both these countries the lack of significant 
relationships may reflect the relatively moderate rate of inflation during 
much of the sample period and the absence of major exchange rate changes 
during the first half of the sample period. In Zambia, the need to use 
second differences to obtain stationary data may also have reduced the 
chances of finding Granger causality, if the underlying causal relationship 
is from monetary or exchange rate developments to the inflation rate, rather 
than to the rate of change in the inflation rate. 

b. Trivariate tests 

Table 4, which summarizes the results of the trivariate Granger 
causality tests, yields similar indications of causality between money or 
exchange rates and consumer prices in these countries. In four countries 
Granger causality cannot be rejected between the exchange rate and prices 
(the Gambia, Sierra Leone, Tanzania, and Zaire) at the 10 percent level or 
better. A fifth country (Ghana) exhibits causality from prices to exchange 
rates. Regarding money, three countries show evidence of causality from 
money to prices (the Gambia, Sierra Leone, and Uganda). In two countries 
(Ghana and Kenya) causality from prices to money cannot be rejected. In 
addition, in Zaire, there is evidence that causality may run from money to 
exchange rates as well as from exchange rates to prices, suggesting an 
underlying causality from money to prices not picked up in the direct 
Granger causality test. Three countries show no causality either way 
between money and prices (Nigeria, Somalia, and Zafre) at the 10 percent 
significance level. 

Overall these results are quite similar to those of the bivariate 
analysis. The main differences are that in these tests exchange rates 
significantly cause prices in the Gambia rather than in Kenya, while 
causality from money to prices is no longer significant at the 10 percent 
level in Somalia. At the same time, there is indication of possible 
causality between exchange rates and prices in the case of Zambia, althougll 
the results are not significant at the 10 percent level. This may be 
consistent with the observation that inflation began to accelerate in Zambia 
during the mid-1980s, after the exchange rate was depreciated more often. 
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2. Decomposition of variance in the forecast error of inflation 

Another way of esamining the relative importance of monetary variables 
and exchange rate movements on inflation involves decomposing the variance 
of the forecast error of inflation (the difference between actual values of 
inflation and those forecast from the known values of the predetermined 
variables) into the shares explained by innovations in the price level, 
money, and exchange rates. 1/ This involves (1) transforming the 
trivariate VARs described in the previous section into moving average 
representations and (2) orthogonalizing the residuals to eliminate the 
covariances among the shocks to each explanatory variable, thereby isolating 
the relative impacts of each variable. Because many orthogonalizations are 
possible, and each one attributes any correlation between two residuals to 
the one appearing first in the orthogonalization, the ordering of the 
explanatory variables may affect their apparent impact. Accordingly, the 
results, based on the standard Choleski procedure and shown in Table 5, are 
reported with two possible orthogonalizations (using the orderings Money- 
Exchange Rates-Prices, or M-E-P, and Exchange Rates-Money-Prices, or E-M-P). 2; 
Orderings beginning with the inflation variable (P), which by definition is 
considered the most endogenous of the three variables, are not reported. 
The orderings are reported at the 40th step ahead, well after the results 
appear to have stabilized (in most countries the results approached their 
final values after 3 or 4 steps). As noted in Table 5, only for 1 country 
(Sierra Leone) did the ordering of variables noticeably affect the results. 

The variance decompositions suggest that for most of the 10 countries, 
inflation is explained largely by its own innovations, with some assistance 
from either innovations in exchange rates or monetary expansion. In all but 
two countries (Sierra Leone and Uganda), innovations in prices themselves 
explained over half the decomposition in variance of consumer prices. In 
four of these countries (the Gambia, Ghana, Nigeria, and Somalia), 
innovations in money represented the second largest component of the 
decomposition, generally contributing 17 to 27 percent of the variance in 
the forecast error in inflation. In three countries (Kenya, ZaYre, and 
Zambia), eschange rates explain the second largest component of the 
variance, accounting for about 25 to 35 percent. Each of these countries 
is one in which exchange rates, but not monetary growth, had a significant 
impact on prices in the Granger causality analysis. In one county, 
Tanzania the contributions of money and exchange rates to the variance in 
the foreiast error of prices were both very small, less than 10 percent. 

IJ For a further discussion of this procedure, see Sims (1980). Montiel 
(1989, pp. 535-37) provides an example of its application to the analysis of 
inflation. 

2/ The Choleski procedure seems appropriate in this case because the 
small number of variables under consideration makes it less risky to 
overlook elements that do not appear in the lower triangle of the 
transformation matrix and would be considered undcar other procedures, such 
as that in Bernanke (1986). 
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Table 5. Percentage of Variance in Consumer Prices Explained by Innovations 
in Money (M), Exchange Rates (E), and Prices (P) at the 40th Step Ahead 

Ordering of Variables 

Country M- E-P E-M-P 

Gambia 

Ghana 

Kenya 

Nigeria 

Sierra Leone 

Somalia 

Tanzania 

Uganda 

Zafre 

Zambia 

26 13 61 12 27 61 

15 6 79 4 17 79 

8 23 69 23 8 69 

21 1 78 1 21 78 

43 27 30 49 21 30 

22 4 74 4 22 74 

4 7 89 7 4 89 

65 5 30 6 64 30 

12 31 57 35 8 57 

5 25 70 25 5 70 

Dominant 
Variable 
or Variables 

P, M 

P, M 

P, E 

P, M 

E or M l/ 

P, M 

P 

M, P 

P, E 

P, E 

l/ Depends on ordering of variables. 
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For one country in the sample, Uganda, monetary innovations explained more 
than 60 percent of the variance in consumer prices. This result is 
consistent with the observed close relationship between rapid monetary 
expansion and high inflation in Uganda. In the case of Sierra Leone prices 
were subordinate to money or the exchange rate as a source of forecast error 
variance in inflation, with the most important variable depending on the 
ordering in the orthogonalization. 

That innovations in prices might explain the bulk of the forecast error 
variance in inflation in a country is not a unique observation. Leiderman 
(1984), for example, found a similar result for his analyses of Colombia and 
Mexico, although in the case of Mexico monetary innovations explained more 
than 40 percent of the overall forecast error. The exclusion of certain 
variables from the VARs, such as output growth or wage changes, the latter 
of which is not readily available in most African countries, may have 
contributed to the high percentage of variance attributable to innovations 
in prices themselves. At the same time, an index of import unit values 
(measured in U.S. dollars) for all of Africa did not provide a significant 
contribution to the VARs. I/ Finally, the short lag lengths that proved 
optimal in most of the trivariate VARS--1 quarter, except in the cases of 
Ghana (3) and Zafre (2)--may also have contributed to the small percentage 
of the variance decompositions represented by money and exchange rates. The 
reason is that exogenous factors may play a heavier role in the variance of 
inflation over a short period. One such factor may be short-term climactic 
variations, which have a significant effect on domestic food prices that, in 
turn, represent a major component of the overall consumer price index in 
most African countries. Over a longer number of lags, the variance in 
prices is more likely to be correlated with the aggregate impact of monetary 
growth and exchange rate adjustments. 

3. Impulse response functions 

As a further indication of the effects of monetary growth and exchange 
rate changes on inflation in these countries, impulse response functions 
were estimated, based on the same trivariate regressions used to perform 
Granger causality tests and the variance decomposition analysis described 
above. These functions show the effect of a 1 standard deviation shock to 
the orthogonalized residual of the monetary, exchange rate, and inflation 
variables on the future path of the inflation rate in each country. A 
summary of the results appears in Table 6, and diagrams of the impulse 
response functions themselves appear in the appendix. 

As shown in Table 6, the results generally show a large initial 
response to a one standard deviation shock in the consumer price index that 
very quickly dropped off, with smaller responses to exchange rate and 

1/ Import unit values for individual countries, which might have differed 
from the aggregate for all of Africa, might have made a contribution to the 
VARs but were not available for every country in the sample. 
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Table 6. Dominant Variable (Money or Exchange Rate) in Impulse Response 
Functions of Money (M), Exchange Rates (E), and Prices (P) on Prices 

Ordering of Variables 

Country M-E-P E-M-P 

Gambia 

Ghana 

Kenya 

Nigeria 

Sierra Leone 

Somalia 

Tanzania 

Uganda 

Zaire 

Zambia 

M 1/ 

E 2/ 

p 2/ 

p 4/ 

M 5/ 

E !i/ 

P 

M Z/ 

E 2/ 

M 8/ 

1/ P has the most impact initially; M, at 2 quarters; and E, thereafter. 
2/ P has the greatest impact initially and E, thereafter. Direction of 

impact cycles for all variables. 
3/ P has the greatest impact for the first 2 quarters and E, thereafter. 

Impact of E is negative after quarter 1; for M, after quarter 2. 
&/ P has the greatest impact through the third quarter and E, thereafter. 

Impact of E is negative for quarters 2 through 8. 
J/ P has the greatest impact initially and E, during the next two 

quarters. Direction of impact cycles for all variables through quartes S. 
fi/ P has the greatest initially and E, from quarters 3 through 16. 
I/ P has the greatest impact initially; impact of E and M cycles. 
&/ P has the greatest impact for the first two quarters and M, 

thereafter. Impacts of all 3 variables cycle through quarter 8. 
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monetary shocks that took somewhat longer to decay. In 6 of the countries 
the responses decayed fully after about 10 quarters. In three countries 
(Ghana, Somalia, and Tanzania) the functions needed about 13 quarters to 
return to the baseline. Only in one country (Uganda) had the functions not 
fully decayed after 16 quarters. However, in virtually all countries the 
impulse response functions displayed a tendency to move in an unexpected 
direction, with positive shocks to money, exchange rates, and sometimes 
consumer prices triggering temporary reductions in prices at certain lag 
lengths. In three countries (Ghana, Uganda, and particularly Zambia) the 
impulse response functions exhibited noticeable cycling, with the response 
of prices to shocks in the predetermined variables shifting from positive to 
negative and back again before the functions fully decayed. Milder cycling 
was evident in the response functions for most of the other countries. 

The negative movements and cycling observed in the impulse response 
functions are hard to interpret and may suggest some instability in the 
underlying VA&. The failure of Uganda's impulse response functions for 
exchange rates to decay fully within four years may reflect the limited data 
available for the country and the considerable turbulence of prices, 
monetary aggregates, and exchange rates in Uganda during the sample period. 

V. Conclusions 

The results of this study support the view that both exchange rate 
movements and monetary expansion affected consumer price changes in a number 
of Sub-Saharan African countries. Both the bivariate and trivariate Granger 
causality tests suggest that exchange rates had a significant causal impact 
on prices in Sierra Leone, Tanzania, and Zafre. The same was true in the 
bivariate tests for Kenya and in the trivariate tests for the Gambia. As 

for money, bivariate and trivariate Granger tests identified money as having 
a significant causal effect on prices in the Gambia, Sierra Leone, and 
Uganda. In addition, there was evidence of causality from money to prices 
in the bivariate tests for Somalia. Finally, money appeared to have a 
significant causal impact on exchange rates in ZaXre, suggesting that the 
underlying causality in that country was from money to prices, perhaps via 
adjustments in the exchange rate. In two countries, Nigeria and Zambia, 
Granger causality tests identified neither money nor exchange rates as 
significantly causing prices. At less-than-conventional levels of 
significance, however, there was some indication of causality from money to 
prices in Nigeria and, for trivariate analysis, from exchange rates to 
prices in Zambia. 

The variance decompositions of inflation suggest that neither exchange 
rate depreciation nor monetary growth had a dominant role in explaining 
innovations in consumer prices in most of these countries. Except for 
Uganda, where money accounted for the preponderance of the decomposition 
variance, and in Sierra Leone, where the relative importance of exchange 
rates and prices depended on the ordering of the variables, prices 
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themselves explained more than half the variance in consumer prices in the 
sampie countries. This suggests either a shortcoming in the analytical 
approach, or that some variable other than monetary growth or exchange rate 
adjustment--perhaps structural bottlenecks generating price rises in 
specific sectors--served as the major cause of inflation in most of these 
countries. In four of the remaining countries (the Gambia, Ghana, Nigeria, 
and Somalia) money explained more of the remaining variance than did 
exchange rates, while in three (Kenya, Zafre, and Zambia) the opposite was 
true . In one country, Tanzania, neither money nor exchange rates explained 
even 10 percent of the variance in consumer prices. These results are 
consistent with the Granger causality tests in identifying certain 
countries, such as Uganda, and perhaps the Gambia and Somalia, where money 
has a more definite impact than exchange rates on prices, and others (Zaire, 
and arguably Kenya and Zambia) where exchange rates matter more. However, 
the failure in all but two countries for either eschange rates or monetary 
aggregates to explain the bulk of the variance in consumer prices makes it 
hard to draw general conclusions from this exercise about the roles of money 
and exchange rates as causes of inflation. 

The failure of this esercise to determine more about the relative 
importance of monetary growth and exchange rate adjustment as causes of 
inflation in Africa may reflect inherent methodological problems in VAR 
analysis. For example, the results of the analysis appear quite sensitive 
to the selection of monetary and exchange rate variables, the specification 
of the VAR equations, and even the form of differencing of variables to 
achieve stationarity. However, an earlier exercise, using a broader range 
of monetary and exchange rate variables, different lag lengths, no time 
trend in the VAR equations, and four quarter percentage changes of the 
variables (to attain stationarity), also found that countries were more 
likely to exhibit causality either from exchange rates or money to 
inflation, with approximately the same number of countries showing causality 
from each of these variables to prices. In that exercise, somewhat more of 
the decomposition of the variance in prices was explained either by prices 
or by money. However, the resulting impulse response functions were 
considerably more unstable, exhibiting more cycling and generally failing to 
decay fully within a reasonable period such as four years. The present 
analysis! while using a more careful approach to selecting variables and 
attaining stationarity, did not try to adjust the data for known changes in 
policy regimes, such as the introduction of substantial exchange rate 
changes in Ghana, Nigeria, and Zambia during the mid-1980s, or to screen out 
extreme observatiotls through methods such as Kalman filtering. Adjustments 
sucll as these, which would require techniques now on the frontier of time- 
series analysis, might lend to still different results. Thus , the results 
<It-scribed in this paper must be considered very tentative, perhaps only as ;i 
first step in using V,4R analysis to examine this subject. 

One implication of these findings is that the inflationary experience 
of: t-hese countries should be analysed with econometric techniques and in 
greater structural detail before drawing broad policy cot>clusions. In vi ew 
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of the observation by Agbnor (1989) that the parallel exchange rate has 
considerable impact on inflation rates in VAR analyses of some African 
countries, it might be useful to develop a structural model of the inflatiorl 
process that takes account of the effects of monetary shocks, espectations 
(as reflected in parallel exchange rates), and other, more fundamental 
determinants of inflation in these countries. Such a model could then be 
tested to see whether monetary expansion is in fact the underlying variable 
responsible for the perpetuation of inflation in African countries. One 
could in addition simulate the effects of monetary expansion and exchange 
rate depreciation in a country macroeconomic model such as that in Haque, 
Lahiri, and Montiel (1990), with parameters based on data for African 
countries. This exercise might also reveal something about the relative 
effects of monetary growth and eschange rate adjustment on inflation. 

Because the exchange rate, and possibly also monetary variables, may 
reflect the impact of expected future events, testing for Granger causality 
(which is basically historical in nature) may not be sufficient to address 
the causation issues motivating this study. Including future values of the 
monetary and exchange rate variables in the Granger causality tests may help 
to address this problem. Even with this modification, however, it may be 
important to have in mind structural models as a way of isolating more 
clearly the relationships between monetary expansion, eschange rate 
movements, and the domestic inflation rate. 

Finally, as noted at the outset of the paper, it is important to 
remember that the VAR approach is particularly useful for identifying long- 
term relationships among variables in an economic structure that is 
fundamentally stable. If, however, the underlying structure shifts over 
time, or if it is the combination of exchange rate and monetary policy, in 
conjunction with other variables, that primarily determines inflation in 
individual countries, VAR analyses between individual variables such as 
monetary or exchange rate indicators and inflation will not yield 
significant results. Because a number of African countries have often 
changed their macroeconomic stance during the past decade as a result of the 
implementation and interruption of adjustment programs, it would be 
interesting to examine whether some broader measure of overall policy 
stance, rather than monetary growth or exchange rate adjustment per se, is 
the main reason for shifts in inflation in these countries. Developing a 
variable to measure shifts in policy stance may, however, be difficult. 
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Tests of Data for Unit Roots and Cointenration 

APPENDIS 

As indicated in the text, vector autoregression (VAR) analysis requires 
the use of stationary time series data. Under current practice, developing 
such data requires that observed data series be tested for unit roots, i.e., 
whether the coefficient Q in the following equation estimated via least 
squares is at least equal to, and not than less than one, with the former 
case implying unit or explosive roots: L/ 

K 

*yt = P + Pt + QYt-1 + 
I 

ci *Yt-i 

i=l 

where the number of lags (K) is selected by identifying the highest number 
of K for which a coefficient of 0 on cK can be rejected, beginning with the 
maximum number of lags used for the analysis (in our case, 8). In this 
equation, a linear time trend has been included to take into account the 
tendency of most of the data series to increase steadily over time. With K 
identified, the resulting estimate of Q is analyzed via the augmented 
Dickey-Fuller test, whereby a value smaller than -3.41 rejects the null 
hypothesis of a unit root in favor of log-level stationarity, and a value 
larger than - .94 rejects the null hypothesis in favor of an explosive root. 

The above equation, whose results appear in Table A-l, was estimated 
for each of 50 data series in our sample: consumer prices, the Ml and M2 
aggregates, domestic credit, and the bilateral U.S. dollar exchange rate for 
each of the lC, countries under observation. As indicated in Table A-l, it 
is difficult to reject the null hypothesis that virtually all of these time 
series contain unit roots, i.e., are non-stationary. With a time trend (the 
pt term) included in the above equation, the hypothesis of a unit or 
esplosive root can only be rejected at the 1 percent significance level for 
consumer prices in Nigeria and for the bilateral exchange rate in Kenya. At 
the 5 percent level unit roots could be rejected for the bilateral exchange 
rate in Zai're; at the 10 percent level, for the bilateral rate in Uganda. 
For data in log first differences, by contrast, the Dickey-Fuller test 
indicated stationarity in most instances. In 7 of the countries (all but 
Sierra Leone, Somalia, and Zambia) unit roots could be ruled out at the 
10 percent significance level or better for consumer prices. The same was 
true for either Ml or credit in 9 of the countries (all but Zambia) and for 
the bilateral exchange rate in 8 of the countries (all but Kenya and 
Zambia). In view of these results, it seemed reasonable to assume the cla7a 
were stationary in log first differences for every country except Zambi:; 

1/ This is equivalent to examining whether a series tends to be time 
invariant or to show trends ovt‘r time. In the latter case, the trc>nd mu.c;( 
be eliminated ttlrough sow adjustment of the series to attail st.ntion:rL-i t :; 



Table A-1. Results of Unit Root Tests Using the Augmented Dickey-Fuller Test L/ 

Data in Log Levels With Time Trend Data in Len First Differences without Trend 
CPI Ml M.2 Credit RBI CPI Ml M2 Credit RBI 

Gambia -1.63 -1.70 -1.97 -1.27 
1 4 4 4 

Ghana -0.94 -0.83 0.10 -2.87 
5 7 7 8 

Kenya -1.44 -3.06 -1.69 -2.08 
1 0 7 6 

Nigeria -4.05 -2.27 -2.10 -1.47 -1.12 -3.77 -4.07 
4 7 7 3 0 5 6 

Sierra Leone -1.28 -0.59 -0.59 -0.65 -1.60 -1.87 -2.76 -4.18 -6.60 
6 2 1 0 4 4 2 0 0 -5q1! 

Somalia -1.83 
6 

1.10 
2 

0.86 -1.23 
2 0 

Tanzania -2.73 -2.24 -1.68 -2.23 -1.17 -3.12 -1.19 
8 8 8 6 2 7 7 

Uganda 

Zafre 

2.01 -0.01 0.40 -2.49 
1 0 0 7 

-3.84 -5.48 -0.85 
1 0 5 

Zambia 2/ 2.73 1.03 1.65 -1.44 -1.79 
5 7 6 8 8 

-2.61 -4.31 -4.06 -3.47 -2.03 -5.45 
1 0 3 3 3 0 

-2.63 -3.63 -4.55 
1 4 6 

-4.25 -4.43 -4.13 
8 0 5 

-0.85 -2.94 
0 5 

-3.28 -4.09 -4.28 
5 0 0 

-7.17 -1.45 -6.88 
2 7 0 

-4.18 -3.38 -2.28 
5 5 8 

-3.93 -3.34 -5.52 
6 2 0 

-0.99 -6.43 -6.00 
5 0 0 

I 

k 
-4.05 -3.07 -5.32 I 

0 8 0 

-7.05 -5.14 -5.13 
0 3 1 

-0.98 -1.69 -1.42 
7 2 7 -2-8(: 

1/ The top entry in each cell is the t-statistic for the coefficient of the lagged variable in the 
augmented Dickey-Fuller regression; 
the procedure in Campbell and Perron 

the second entry is the number of la s 
(1991). CPI denotes price level; B 

in the equation (K), chosen via 
the bilateral U.S. dollar 

rate. The top entries are compared with the following values 
R I, 

for the augmented Dickey-Fuller test: 

Probablity of a Smaller Value 

0.01 0.05 0.95 0.99 
With Time Trend :3::3 6 -3.41 -0.94 0 33 
Without Time Trend -2.86 -0.07 -0:60 

2/ The comparable top entries for second-differenced data without a time trend are -4.98 for CPI; -3.69 
for Ml; and -2.86 for RBI. all of which would allow excluding the possibility of a unit root. 



APPENDIX 

For Zambia, tests revealed no unit roots when the data were expressed as log 
second differences. Accordingly, the VAR analysis was performed on data in 
log second differences for Zambia. 

Although the above tests suggested that it was most appropriate to 
estimate VARs with the variables in differenced form, without the inclusion 
of a time trend, it was important to test for the existence of cointegrating 
vectors, in which case error-correction terms would be needed in the VARs. 
Appendix Table A-2 reports the results of these tests, which involved the 
following, two-step procedure: 

(1) estimating the contemporaneous cointegrating equation with the 
variables entered in log-level terms: 

Yt = P + Pot + Bpq t + P2q t + ut 

(2) using the residuals from the above regression and performing a 
unit-root, augmented Dickey-Fuller test on the fitted residuals from 

Ci AUt-1 
/ 
i=l 

The estimate of a in the above equation will be distributed according to t :he 
number of variables in the previous equation (three in this case, when a 
time trend is included), with the null hypothesis being no cointegrating 
vector. In our case, we tested for cointegration not only among all three 
variables (prices, money, and exchange rates), but also among pairs of 
variables (prices and money, prices and exchange rates, and money and 
exchange rates). 

As indicated in Appendix Table A-2, the null hypothesis of no 
cointegration among all three variables could not be rejected at the 
1 percent level for any of the countries, although it could be rejected at 
the 5 percent level for Sierra Leone. Among the bivariate tests of 
cointegration, the null hypothesis of no cointegration could be rejected at 
the 1 percent level only in the case of prices and the exchange rate for 
Somalia, at the 5 percent level in the case of prices and the exchange rate 
for Sierra Leone, and at the 10 percent level in the case of prices and 
money for Ghana, prices and the exchange rate for Nigeria, and money and the 
eschange rate for Nigeria and Sierra Leone. Given these results, it seemed 
reasonable to difference all the data series once (except for Zambia, where 
the data were twice differenced), and to run all the resulting VARS without 
time trends, to provide for consistency across the various series. Although 
this may lead to over-differencing for the few series that did not appear to 
have unit roots, the rejections of unit roots for these series were not 
particularly strong. 
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Table A-2. Results of Cointegration Tests I/ 

Trivariate CPI-M CPI-E M-E 

Gambia 

Ghana 

K;enyC3 

Nigeria 

Sierra Leone 

Somalia 

Tanzania 

Uganda 

Zaire 

Zambia 

-1.90 -1.52 -2.36 -2.27 

4 a 7 4 

-2.59 ,3.66” -1.79 -1.62 

2 0 1 3 

-3.44 -2.50 -1.72 -3.14 

0 0 1 0 

-3.52 -2.83 -3.64” -3.48” 

0 a a 6 

-4.40** -2.49 -4.20”” -3.54” 

0 6 0 0 

-2.81 -2.31 -5.51”” -1.69 

6 6 5 0 

-2.16 -1.59 -2.11 -1.79 

0 a a 6 

-2.29 -2.81 -1.62 0.17 

0 0 2 0 

-1.10 -1.98 -1.05 -2.01 

6 6 a 3 

-.20 - .93 1.00 -1.50 

6 6 a 3 

L/ All tests were performed on data in log levels and contained s time trend, except for Zambia, 
where the data were tested in log first difference form with no time trend. The top entry in each 
cell is the t-statistic on the lagged dependent variable in the unit root regression on residuals from 
the cointegration regression. The bottom entry in each cell is K, the number of lagged differenced 
residuals on right hand side of equation, chosen according to Campbell and Perron (1991). Critical 
values from Engle and Yoo (1987) to test for cointegration are es follows: 

Number of Variables 

2 
3 

Significance Level 
1% 5% 10% 

-4.32 -3.67 -3.28 
-4.84 -4.11 -3.73 

t = Reject hypothesis of no cointegration at the 10 percent level. 
9; t = Reject hypothesis of no oolntegratlon at the 5 percent level. 

I 1 I = Reject hypothesis of no cointegration at the 1 percent level. 
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