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I. Introduction

Many studies of inflation in developing countries, such as those by
Bhatia [4], Dorrance [10], and Tun Wai [42] have tended to be concerned
with determining, statistically, the effects of inflation on economic
growth, rather than the determinants of inflation in these economies.
However, some understanding of the determinants of inflation is a pre-
requisite to the formulation of meaningful fiscal and monetary policies
in these countries, in order to avert the well-known consequences of
inflation and to foster relative price stability. It is the purpose of
this paper to formulate and test a simple model of the determinants of
inflation in selected African economies.

Owing to the lack of research on inflation in African economies, the
work reported here is the first, though preliminary, attempt to construct
a model of inflation in African economies, using cross-section data. In
so doing, the paper adapts the analytical framework provided by the
quantity theory of money and the demand for money theory. In essence, a
simple transformation of an appropriate demand for money function permits
us to express the price level as a function of the quantity of money and
of per capita output; first differencing further permits the expression
of the variables in terms of rates of growth; two dummy variables are
also included to test for the effects of selected economic policies on
the rate of inflation. In contrast to several cross-section studies par-
ticularly of developing economies, which neither acknowledge an error-
structure problem nor attempt to correct for this in the estimating pro-
cess, this paper attempts to identify and correct such deficiencies in
order to render the parameters and the use of the various test statistics
meaningful.

Initially it was intended to cover a large sample of African coun-
tries in this study. However, only 15 countries could be covered,

1/ The author wishes to thank Rattan J. Bhatia (AFR), Edward A. Arowolo
(AFR), H. Robert Heller (RES), and J. Artus (RES) for helpful comments,
and to take sole responsibility for any errors which may remain.
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largely because of data unavailability. These countries are Cameroon,
Gabon, The Gambia, Ghana, Ivory Coast, Libya, Malawi, Malagasy Republic,
Mauritius, Morocco, Senegal, Tanzania, Tunisia, Zaire, and Zambia.

The outline of the rest of the paper is as follows: Section II out-
lines the analytical basis for the derivation of the model of inflation
in the countries under study, and discusses the coverage and definitions
used in the paper. Section III discusses the empirical results, while
Section IV provides some concluding remarks. Appendix I contains a brief
outline of the basic statistical model, while Appendix II lists the
sources and definitions of the data.

II. Analytical Framework

The Fisherian Equation of Exchange, commonly known as the Quantity
Theory of Money, first enabled economists to write a simplified expression
for the absolute level of prices in the economy, viz

P = M.V ........................................ (1)

Q

where P = an index of the price of all goods sold in the economy, during
a period.

M = the quantity of money in the economy during the period.

V = average velocity of circulation of the monetary stock; this is
defined as total monetary expenditures (P.Q) divided by the
money stock, M.

Q = a measure of the quantity of goods sold during the period.

In equilibrium, velocity is independent of money supply and is
determined by such institutional factors as the public's payments habits,
the extent of use of credit, etc. While it is not a constant, it is
assumed to change only in the long run. Similarly, the quantity of goods
sold in the economy is also independent of the money supply. As a result,
from equation (1), we derive the familiar quantity theorist's postulation
that a change in money supply will cause a proportionate change in the
equilibrium level of prices.

However, equation (1) fails to take account of the fact that money
is a commodity which yields services to the holders, who may desire to
hold money as a medium of exchange to facilitate transactions. In order
to be able to formulate a demand for money function which will recognize
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the role of money for transaction purposes, we may write the familiar
Cambridge equation

Md = kY ........................................ (2)

where. Md = the demand for nominal money balances.

Y = money income (equivalent to (P.Q) in the quantity theory
formulation).

k = the factor of proportionality commonly known as the
"Cambridge k," which is the inverse of the velocity
of circulation.l/

While the economic properties of equation (2) are largely similar to
those of equation (1), it focuses on the volatile and volitional deter-
minants of k, such as the public's preferences and expectations, all of
which could nullify the simple quantity theory result. It is nevertheless
subject to some limitations. First, in its strict form, interest rates do
not play any role in the demand for money. Similarly, unless it can be
empirically demonstrated that, as implied by equation (2), variations in
income are accompanied by equal proportional changes in the demand for
nominal balances, the assumption of an income elasticity of demand for
money equal to unity is unnecessarily restrictive.2/ However, a refor-
mulation of equation (2) will permit us to apply the general theory of
demand to the specific problem of the demand for money, and to expand it
by incorporating other factors which affect the public's demand for money.

We can write the demand for nominal balances as

Md = a (1+ i) . Y2 ....................................... (3)

where Md = demand for nominal money balances.

i = some rate of interest representing the opportunity
cost of holding money.

1/ In equilibrium, the quantity of money demanded must equal the
quantity supplied. Substituting for Y, obtain M = kP.Q. Dividing
through by k, obtain M(l/k) = P.Q,

where V is replaced by the reciprocal of k.

2/ From equation (2) and the definition of elasticity ( r) = M/M ,
and substituting, obtain APQ/PQ

n= kPQ . Q 1.
kPQ APQ
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Yp = real income.

a = constant.

61'B 2 = coefficients of interest rate and real income respectively.

Equation (3) states that the demand for nominal balances is a func-
tion of the rate of interest and of real income. However, in empirical
studies for the advanced economies, controversy still surrounds the
appropriate interest rate argument in the demand for money equation.

Thus, although several studies have documented the significance of the

rate of interest, opinion is sharply divided as to the appropriate
interest rate variable to be included in the money demand function.l/
More importantly, however, it has been found (Cagan [8]) that even in the

advanced economies, the significance of the rate of interest which repre-

sents the opportunity cost of holding money rather than bonds is usually

swamped by that of the rate of inflation, i.e. the opportunity cost of

holding money rather than goods during periods of rapidly rising prices.

In such cases, the true cost of holding money during periods of rapidly

rising prices may be better approximated by the rate of change of the

price level. Similarly, in a study of the demand for money in less

developed economies, Adekunle [1] found that in these economies changes

in prices satisfactorily approximated the yield on real assets.2/ Con-
sequently, we may substitute the rate of change in the price level in

the demand for money function for the African economies as a more

appropriate measure of the opportunity cost of holding money, and re-

write equation (2) in the following form:

Md = aPB 1 Y82
P ............................................... (4)

where P is the rate of change of the general price level.

From equation (4) it is clear that changes in money growth may in-

crease nominal expenditures, by producing initially an excess of supply

1/ Strictly speaking, this debate is peripheral to our main objective,

and the reader is referred to Brunner and Meltzer [7] and Bronfenbrenner

and Mayer [6] for discussion of these issues. In a nutshell, proponents

of the short-term rate of interest include Laidler [31] and Heller [24],

while Hamburger [22] and Lee [33] propose the long-term rate. In part,

some of the contradiction arises from the fact that in several cases the

various proponents were studying different time periods and/or were using

various definitions of the money supply.
2/ See also Dorrance [10, p. 6] and Friedman [14].
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over demand for money. At less than full employment and given a suf-
ficient output elasticity, the increase in aggregate expenditures which
the increase in money generates will tend to increase real output. How-
ever, if for some reasonl/ supply is inelastic to the growth of aggregate
expenditure, the increase in nominal expenditures will tend to be dis-
sipated in higher prices.

Following Harberger's proposal [23] we can rearrange equation (4) in
terms of prices,

= 11 1/ 2/ ...................... (5)

a Md Yp

In order to express equation (5) in terms of rates of percentage changes
we take first differences and obtain:

AP = a + B1AM + B2AYp + v ....................... (6)

As written, equation (6) expresses the rate of inflation as a function of
the rate of increase in money supply and the rate of growth of real out-
put. The nature and properties of v are discussed in Appendix I.

Several empirical studies have documented for other economies the
appropriateness of money supply changes as a determinant of inflation.2/
In a recent study, Heller [25] notes that, at a global level, there also
exists a fairly strong relationship between changes in money supply (via
increases in international reserves) and the rate of inflation.3/
Fleming [13], in somewhat more muted terms, echoed the same views, but
in addition to assailing the monetarists' proposition of a two-year lag

1/ Such as the existence of full employment, technological constraints,
low productivity, unfavorable weather conditions, etc.
2/ See Mikesell [37] and Harberger [23], for example.
3/ Heller observes [pp. 3-4] that, at a national level, "The increases

in national money supplies prompted by international reserve increases
will in turn have an important impact on national inflation rates. The
channels via which monetary changes are translated into price changes are
many and varied, as economic units rearrange their financial and real
asset portfolios in response to monetary changes. The end result...being
[through an increase in aggregate demand]...an increase in the nation's
nominal GNP. Supply conditions play an important role in the division of
the nominal GNP increase into real product and price increases. If
velocity is secularly stable and monetary changes do not have a signifi-
cant impact on real output in the long run, we can expect that monetary
changes will be reflected after a certain adjustment period in changes in
national price levels."



-6-

between monetary expansion and variations in price inflation, he also
casts serious doubts on the "familiar [European] proposition that the
United States [pursued] unduly expansionary policies, thus creating

enormous balance of payments deficits which, by expanding the reserves

of other countries and forcing an expansion of money, exported and almost
imposed inflation on the outside world." He argues that, most European
countries "had considerable ability to offset the effects of the influx

of central bank reseves on commercial banks' reserves and hence on money

supply," through open market sales, government borrowing, and increases

in reserve requirements, and that, in this as in other areas responsible

for inflation,l/ the existence of "...a regime of national states and

open economies...makes it easier for peoples to do what they want--either

to control inflation or to give way to it" [p. 15.]. Finally, single-

country simultaneous-equation models of inflation also indicate that

money supply changes (operating via reserve changes or changes in domestic

credit) are an important determinant of the rate of inflation. Thus,

Otani's imported inflation model [38] delineates money supply changes in

the case of inflation arising from an increase in the world market prices

of exports, and, in the case of inflation arising through higher import

prices, its direct transmission through the components of the price index
itself, while Aghevli [2] focuses on monetary and inflationary implica-

tions of financing higher levels of government expenditures through an

expansion of bank borrowing.

In this study, which does not purport to measure imported inflation,

no attempt is made to distinguish between changes in money supply, aris-

ing from changes in international reserves and/or changes in domestic

credit by the banking system.2/ Indeed, essentially, the paper merely
sets out to test, for the group of African economies, the basic and funda-

mental proposition that, as in other economies, an increase in the money

1/ These include: the reluctance of host countries to regulate xeno-

currency banks whose activities add to the expansion of private liquidity

and the growth of world reserves; the failure of countries to avail them-

selves of the options open to them (within limits) through the present

system of exchange rate variability to follow policies designed to attune

their economies to officially desired target levels of demand; the paucity

of official intervention in exchange rates; the inadequacy of official

action to limit swings in effective exchange rates; the resistance in some

cases to a downward trend in the value of a currency in inflationary situ-

ations; the role played by national states in fostering cost-inflationary
cartel action such as the OPEC; and (by implication) the failure of

several large countries to avail themselves of wage and price controls as

an anti-inflationary weapon. For details see Fleming [13].

2/ For the same reasons, it was felt unnecessary to disaggregate and
weight the consumer price index by domestic and external components.
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stock is a key element or at least a significant permissive factor in in-
flationary situations.l/ Therefore, this study is limited to the period
prior to the 1970s, when import prices were fairly stable. Even in cases
of externally induced inflation from the export side, the potential in-
crease in money stock can be ameliorated by pursuing appropriate stabi-
lization policies, as pointed out by Fleming [13]. Suffice it to say
that, in cases where there has been reluctance on the part of monetary
authorities to mitigate the monetary impact of an increase in external
reserves, and where output is sluggish, the increase in money supply will
tend to increase aggregate demand and the rate of inflation. Similarly,
although import price increases tend to be reflected directly in the
consumer price index, depending on the weight of imported items in the
index, this is so largely insofar as, in the final analysis, the monetary
authorities are willing to permit an increase in money supply (via
domestic credit expansion) to finance higher levels of imports, rather
than pursue probable deflationary policies.2/ As a result, changes in
money supply may still be viewed as a significant inflationary factor,
in cases of inflation induced by higher levels of imports, although, as
Otani [38] shows, the mechanism by which this is achieved may be less
direct.

The responsiveness of output is usually expected to act as a
dampener on the rate of inflation by absorbing some of the increase in
aggregate demand in an economy. However, it is further posited, in this
paper, that the extent to which two countries which have the same growth
in output will weather inflationary tendencies will also depend on their
respective rates of growth of population, and that the rate of growth of
per capita real output may be the more appropriate argument in situations
in which population is rising rapidly, or if countries exhibit signi-
ficantly divergent rates of population growth. If per capita output is
rising rapidly, this may be expected to reduce demand pressures and the
rate of inflation. In contrast, a low or stagnant rate of increase in
per capita real output will result in aggregate demand pressures working
themselves through price increases.

Several administrative measures may also have some bearing on the
actual rates of inflation experienced in various countries or in the
same country over time, although there is as yet no consensus. As
Fleming [13, pp. 14-15] points out, opinion is divided among economists
about the feasibility of wage and price controls as an anti-inflationary

1/ See, for example, Mikesell [37] and Harberger [23].
2/ The choice of the phrase "probable deflationary policies" is

deliberate. If high priced imports are effectively curtailed through
credit policy but domestic output fails to expand, inflation may still
result, unless, of course, the curtailment of money demand via credit is
also accompanied by (fiscal) measures designed to siphon off purchasing
power from the public.
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instrument. Nevertheless, he documents the successful use of this in-
strument by several relatively advanced but small economies. While it
may not be strictly accurate to imply that any of the countries under
study in this paper have at any time implemented a full-fledged
"incomes policy" as such, it is still empirically recognized that some
of these countries have at some periods instituted some form of price
controls and/or refrained from awarding substantial wage boosts.

Accordingly, it was felt that a model of the determinants of in-
flation should attempt to take account of these specific administrative
actions which countries sometimes take and which may be expected to exert
independent effects over and above those generated by changes in money
supply and in the rate of growth of per capita output. In several of the
countries under study, minimum wages prevail, and these tend to be stable
for several years at a time. In certain cases, however, these wages were
renegotiated during the sample period, and substantial wage hikes were
awarded. In other cases general across-the-board wage boosts, including
salary increases for public servants, were made. Even in the absence of
an increase in money supply, or, pari passu, with such an increase, it is
expected that such autonomous wage boosts will increase aggregate demand
and, depending on the responsiveness of real output, will cause inflation
in varying degrees.l/ To take account of the effect of such economic
policy actions which have a direct implication for the rate of infla-
tion, one "dummy" variable was incorporated into the model to ascertain
the impact of wage awards; similarly, another dummy variable was intro-
duced to test the effectiveness of price control in reducing the rate of
inflation in the selected African economies. On the basis of these
modifications, equation (6) may be expanded, to read:

AP = a + B1AM + S2AYn + B3Dg + p4Dp + v ................... (7)

where Dg and Dp are the dummy variables for wage boosts and price con-
trols, respectively, and v has the same properties as in equation (6)
above [Appendix I].

III. Empirical Results

For estimation purposes, several problems arose with regard to the
empirical definition of some of the arguments in equation (7). In dif-
ferent economies, and even in the same economy, different indices may be
used to measure the rate of inflation. However, the usual arguments
surrounding the reliability and/or choice of one or the other of these

1/ Harberger [23].
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price indices are not discussed here,1/ neither do we discuss the well-
known limitations of such indices as measures of price changes. For the
purpose of this study, changes in the cost-of-living index have been used
as a measure of the rate of inflation in the African countries under study.

Similarly, as in all studies of this nature, the relevant empirical
concept of the money stock has to be defined. Traditionally, economists
have defined money in a "narrow" sense, that is, as the sum of currency
and demand deposits. While there is general agreement that, according to
Meltzer [36], the relevant definition must satisfy the criterion of sub-
stitutability,2/ recent controversy, however, has centered on whether a
broader definition may not be more appropriate. Although Feige [12] and
Brunner and Meltzer [7] favor a "narrow" definition of money, Friedman
[14] and Laidler [30] maintain that the appropriate definition of money
must include time and savings deposits. Indeed, using Meltzer's crite-
rion, some writers, notably Lee [33], Chetty [9], and Lydall [34], have
argued that an even broader definition of money may be more appropriate.
Lee proposes the inclusion of time and savings deposits, as well as the
liabilities of financial intermediaries, e.g., savings and loan shares,
in the definition of money. In addition to these assets, Chetty would
also include mutual bank deposits in money supply. For the African coun-
tries under study, however, there is no proliferation of financial assets,
and their money markets, where they exist, are essentially rudimentary.3/
Furthermore, given the relative fixity of interest rates during the period
covered on time and savings deposits (that is, iTD) in these countries,
and the fact that substitutability stemming from financial assets is prob-
ably very small, this study opts for the traditional and narrow definition
of money supply.

With regard to output measures, constant-price national income data
are not available for many of the African countries in the sample. Fur-
thermore, although current-price national income data are available for

1/ For a good discussion of these issues, see Bronfenbrenner and
Holzman [5].

2/ Usually measured by the cross-elasticity between two money-type as-
sets, say, DD (demand deposits) and TD (time deposits). Suppose the earn-
ings on these two assets are designated as iDD and iTD, respectively; the
cross-elasticity of DD with respect to TD (i.e., nDD.TD) is defined as the
percentage change in the quantity of DD demanded divided by the percentage
change in iTD. In symbols,

nDD.TD = ADD/DD
AiTD/iTD

Substitution is said to exist if AiTD is positive and ADD is negative.
3/ Arowolo [3].
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the sample countries in the period covered, appropriate price deflators
for the main economic sectors could not be assembled. Consequently, as
in an earlier effort,l/ since national income deflators are not generally
available, the cost-of-living index was used to deflate the current-price
national income data.

On the basis of the statistical model outlined in Appendix I, re-
gression estimates of the parameters of equation (7) were estimated, while
at the same time ensuring that the usual tests of significance will be
appropriate and meaningful. The following specific alternative hypo-
theses, which require the execution of one-tailed tests on the signifi-
cance of the parameters, will be verified:

AM Bo > 0

AYn B1 < 0

Dg 2 >

Dp 53 < 0

Dg and Dp are formulated such that

Dg = 1 if wage awards

0 otherwise . . . . . . . . . . . . . . . . (8 )

and Dp = 1 if price control

0 otherwise (9)

Except for the dummy variables, the
rates of growth over the period 1968-70.
empirical work in this section, equation
least squares, with the following results

data relate to annual average
As a springboard for most of the
(7) was estimated by ordinary

AP = -1.03912 + 0.3992tM = 0.130855AYn
(0.80841) (3.3136) (0.65589)

= 0.60865 Dg
(0.72729)

-0.86263 Dp
(-1.08565)

R2 = 0.4844

1/ Enweze [11].

( 10)
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(figures in parentheses are t-ratios). Owing to the statistical limita-
tions of equation (10) (Appendix I), the significance of the parameters
of this equation are not amenable to reliable interpretation. However,
it is interesting to point out, in passing, that the coefficient for per
capita output comes out with the opposite sign from what was expected
(implying that increases in per capita real output lead to inflation),
and that the equation explains about 48 per cent of the rate of infla-
tion in the sample countries.l/

In spite of the practical difficulty of distinguishing between
"pure" and "mixed" heteroskedasticity, 2/ the application of Glejser's
test permitted the identification of the approximate form of hetero-
skedasticity. Following Glejser [16] as a first step, ordinary least
squares was fitted; then trial runs on IV , which was retrieved from the
regression runs, suggested an approximately mixed pattern of hetero-
skedasticity (i.e., Mo = 0 and mli 0), at a 5 per cent level of signifi-
cance,3/ implying:

1/ Similarly, estimates to determine whether heteroskedasticity in the
error term takes the form of proportionality between the residual variance
of the error term and the rate of growth of money supply were unsatis-
factory, as the following equation shows:

AP = 3.23948 a -0.09830 + 0.35557 AYn
(AM) (1.17576) -M (-0.03278) (2.54706) AM

- 0.91048 Dg - 0.09719 Dp
(-10597) AM (-0.98345) AM

R2 = 0.4111 . . . . . . . . . (11)

Notice that, in this equation, some of the independent variables have

"wrong" signs (for example, AYn , and Dg ) and that the explanatory power
AM AM

of the equation is only 41 per cent, compared to 48 per cent when ordi-
nary least squares was used. These results underscore the need for a
reasonable approximation regarding the probable form of heteroskedasti-
city (Appendix I).

2/ See Glejser [16].
3/ The estimated equation yielded

IvI = 1.53356 - 5.98019AM _1
(2.36173) (-0.946601)

Apparently, Glejser considers a significance level of 11 per cent also
reasonable, although he would prefer a 5 per cent level. See Glejser
[16], p. 319.
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V 2= 2 (MO + AM 1 )2 .(12)

On estimating the final equation (16) in the Appendix, we obtain:

(AP) -2.83082 0.61105 (AM)
m +

(mO + mlAM- 1 ) (mO + mlAM- 1 (m° + mlAM- 1 )

(-1.29817) (2.73008)

-0.07640 AYn + 0.56374 Dg

(mO + mlAM- 1 ) (mo + mlAM- 1 )

(-0.38528) (0.60137)

-1.31969 Dp

(mO + mlAM-1 )
(-2.25587)

R = 0.9255 . . . . . . . . . . . . . . . . . . . . . . . . . (13)

The figures in parentheses under the regression coefficients are the
t-ratios, and the R2 statistic in this case serves as an indicator of
the fit of the equation, rather than as its explanatory power. In equa-
tion (13) all the coefficients have the expected signs, and the coef-
ficients of that equation are subject to the usual interpretations.l/
In general, as expected, the rate of inflation is affected positively by
the growth of money supply but negatively by the growth of per capita
real output. Indeed, the impact of the rate of increase in money supply
on the rate of inflation is highly significant at the 1 per cent level;
but the coefficient of per capita real output falls short of signifi-

cance, although, as in Harberger [23, p. 237], it has the expected nega-
tive sign. Similarly, the dummy variable for price control is significant
at the 5 per cent level, suggesting that in the sample countries price

control has tended to dampen the potential increase in the rate of in-
flation. No attempt, however, is made to assess the distortionary
effects of this. Finally, although the coefficient of wage awards is
positive as expected, as in the case of per capita output this variable
also falls short of significance. In general, these results conform to

1/ The reader should be wary of interpreting these coefficients as
inflation elasticities, since a logarithmic form of equation (13) was not

specified.



- 13 -

Harberger's [23, p. 248], who finds that in the case of the Chilean in-
flation Lhere are "typically higher partial correlations between monetary
variables and the rate of inflation than between wage changes and the
rate of inflation."

IV. Summary and Conclusions

This paper is essentially a preliminary and exploratory attempt to
formulate and test a model of the determinants of inflation in a selected
number of African countries. Deriving from the analytical construct of
the demand for money function, the paper attempted to determine specifi-
cally the extent to which the rate of inflation is determined by the rate
of increase in money supply and in per capita output, and also by spe-
cific economic policies which were implemented at various times in the
different countries. The overall fit of the estimated equation, coupled
with the significance of the rate of growth of money supply, seems to
provide an indicative verification of the central and/or permissive role
of money in inflationary situations. Similarly, in an indicative sense,
the study has generated further supporting empirical evidence about the
probable effectiveness of price controls in dampening inflation in a
selected group of African economies. While the adverse effects of price
controls have not been examined in this study, it is hoped that the
implications of the results pertaining to this variable will generate
further interest in this area, particularly in the light of the tendency
of African countries to resort to such controls. In view of the total
information provided by the estimated equation, however, it would appear
that the relative significance of the money supply variable underscores
the need for more prudent monetary policies at the same time that admin-
istrative action may be needed to restrain the rate of inflation. In
any case, the results indicate that efforts to control prices, on the one
hand, may be aborted if, on the other hand, such measures exist side by
side with rapid monetary expansion, and/or lack of real growth.

However, none of the above may be construed as indicating that the
model presented and tested in this paper has performed in a totally
satisfactory fashion. As indicated above, some of the findings are
tentative. Furthermore, as in all single-equation methods, a relatively
simple approach was followed for analytical and empirical reasons, as no
attempt could be made in a cross-section study to incorporate the simul-
taneous interaction of various sectors of the economy. Nevertheless,
these limitations are not such as to nullify the indicative relevance of
the results. It is also hoped that the work reported here may be viewed
as representing a modest contribution to the study of important economic
phenomena in African economics, as a prelude to the formulation of com-
prehensive macroeconomic models for these economies.



APPENDIX I

Estimation of the Cross-Sectionally Heteroskedastic Model

This Appendix presents a short summary of the technique used in esti-

mating the cross-section model in this paper. The presentation relies

heavily on Glejser [16], Goldberger [17], Goldfeld and Quandt [18] and

[19], and Johnston [27].

Throughout this Appendix, the following notation has been used:

AP = rate of inflation measured by change in the cost-of-living
index.

AM = rate of increase in money supply (narrow definition).

AY = per capita rate of growth of real output.

Dg = dummy variable for wage control.

Dp = dummy variable for price control.

e = vector of residuals.

v = vector of disturbances.

E = mathematical expectation.

I = identity matrix.

E = covariance matrix.

n = number of observations.

k = number of parameters estimated in the regression equation.

S = sum of squared residuals in ordinary least square regression.

c = number of central observations in the Goldfeld-Quandt test

[18].

Suppose that, as in the classical linear model,

Y = Xs + v . . . . . . . . . .. . . . . . . . . . . (1)

where X is a nonstochastic n x k matrix of full rank, $ is a k x 1 vector

of parameters, and v is the n x 1 vector of disturbances with

E (v) = 0 . . . . . . . . . . . . . . . . . . . . . . . . (2)

- 14 -
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and E (vv ) = a2 . ...................

where * is some positive definite matrix of disturbances.

In the simple classical case, O is the identity matrix, and t
BLUE estimate of B is given by

, (X X) xX . . . . . . . . . . . . . . . . -

with covariance matrix

a = (X X) . . . . . . . . . . . .........

An unbiased estimate of G2 is provided by

ea2 e e .............
n-k

so that the equivalent unbiased estimate of (5) is given by a2 ()

However, in the heteroskedastic model used in this paper', the
of 6 is provided by the Aitken's estimator:

=(x X)l (X 1X)- (X .-ly)

with covariance matrix

z = a2(X -. ...1X)-. . . . . ..

An unbiased estimate of equation (8) will therefore be given

a.2= e-l e
n-k

(3)

:he

(4)

(5)

(6)

1X _

e BLUE

I (7)

(8)

by

. (9)

where 0 I . . . . . . . . . . . . . . . . . ... . (9a)

As a result of equations (7) to (9), if 8 is estimated by equation
(4), as in many cross-section studies, instead of by the appropriate
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estimator (7), B will no longer have minimum variance,l/ and, because of
the existence of an unknown positive definite matrix 4, in equation (8),
the usual formula for covariance is no longer appropriate, and the
standard test for statistical significance is invalidated.

1/ Using the Gauss-Markov theorem, recall, from equations (1) and (4),
that the estimator of B in the dependent variable Y is given by

B = [( x)-lX' + A]Y .................. (i)

where A is a k x n matrix and unbiasedness for 8 implies

E() = E (X')-lx + A [X + e] . . . . . . . . . . (ii)

= 8 + AX ....... . . . . . . . . . . . . . . . . (iii)

+ ................... (iv)

In general, A is restricted to the class of matrices for which AX = 0,
that is, homogeneous linear equations. Recall also that the covariance
matrix of B is given by

El(- (O - ) . . . .. . . . . . . . . . .. (V)

E(X'X 1) X + A] Y - 8) ([(X'X)-'X + A] Y - ) . (vi)

On substituting X8 + v for Y and using AX = 0, this simplifies to

2[(X.X)..+ AA. ....... .. ... (vii)

which, because A is a null matrix, reduces to

a2 (X X)-l ......... . (viii)

where the diagonal elements of the equation are the minimized variances
of 8 with respect to A.

Since, however, in the heteroskedastic case * OI, we obtain instead

E = a2 (X' %lX)-l + 2 A % A ............ (ix)

or, simply, equation (8) plus a positive semi-definite matrix.
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Similarly, for the same reason, the usual estimate given by o2

in equation (6) will now be biased.l/

1/ The proof of this is as follows:

Substitute equation (1) into equation (4) and obtain

A 1 o ov e o * e c · * · o · * v (+ (X X)- . . . . . . . . . . . . . . . . . .. (.i)

Recall that, by definition, e is given by

e - XB + v - X(ii)

On further substitution [(ii) into (i)], obtain

e = XS + v - X + (XX) X Vi . (iii)

which may be simplified into

e = rI - X(X'x)-lx] v (iv)

where the matrix [I - X(X'X)" X'J is symmetric and idempotent, so that

e'e = v [I - X (X'X)- lXV . . . . (v)

Taking expectations on equation (v), obtain

E(e'e) = E tr (v'tI - X(XX)x v) . . . . . . . .. (vi)

which, on rearrangement, gives

E(e e) = tr i(I - X(X X) )X )E( ) . . . . . .. (vii)

Recall also that, by definition,

E(e'e) = 02 a , so that we may simplify equation (vii) to obtain

E(e'e) = a2 tr( I - X(XAX) 1) X- ) . . ...... (viii)

= o2 tr |(0 - X(X'X)-'X' O) . . . . . . . . . . .... (ix)

= a2 [tro - tr(X'X)- l (X x)J .......... (x)

Observe, from equation (ix) in the preceding footnote, that

x ~x= x x- x (I - 0)x .... ... ......... (xi)
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These results show that the use of equation (4) instead of equation
(7) to estimate B, will lead to inefficient estimates with larger sampling
variances than necessary, and that the estimated covariance matrix will
also be biased, so that standard tests of statistical significance are
inappropriate.

(Footnote 1 continued)

Hence the last two terms of equation (x) are equivalent to

1 x
I - (X X) X (1 - ¢)X . . . . . . . . . . . . . . . . (xii)

with trace given by

k - tr[ X) X(I -)X . . . . . . . . . . . .... (xiii)

Assuming * is normalized, so that trO = n then, substituting (xiii)
into (x), obtain

E(e'e) a2 In -- k + tr(XX)(I - )X] . .... (xiv)

From (xiii), we have

a2tr [(X'xr X (I - 0)X]
E(;2) =- 2 + n - k ...... (xv)

from which it follows that

n - k (X X)(Xvi)E(a2(x'x) - 1 )
5 Z + o2 tr[(X ' X )-

X <( - +)X1(xx)_1(xv

T + a2(X X)- X (I - +)X(x X)

+2 trIX X)-X (I - +)X1 (XX)1 (xvii)with the last two terms gi(xvii)as.

with the last two terms giving some idea of the bias.
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The extent of bias and inefficiency is, in general, not known, both
being functions of the independent variables and of the term i, which
is unknown, and which in the heteroskedastic case is given by the diag-
onal matrix

aXm Chi . , (10)

and Xi is the independent variable associated with heteroskedasticity.

As stated above, nothing is known about f, but it has the general
form

L
and we need to
Thus, in cases
(i.e., A-M),1/

2
a1 O ... O

2
O 2 ... O

0 0. 2 a 2.. e....... .. .. .. (11)
n

impose some structure on * to make the problem tractable.
where there is proportionality between e and xI
an appropriate structure can be imposed, such that

2
X
11 0 ... 0

2

2
X ... 0
1,2

2
0 O X

1, 15

1/ Empirical estimates failed to
equation (11).
2/ Since the scalar a2 commutes.

0.

1
X2

1,1

O . . . 0

1

],2

0

10

0

1
O . . .X2

1,1,

support this hypothesis (see text

(12)
2
a-
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Insofar as the Goldfeld-Quandt parametric test [18] could be used on
small samples, we adopted this test for our sample countries. It was
assumed that ao was monotonically related to AM, with individual
observations AM and c = 2, subject to the constraint that

n - k > k . . . . . . . . . . . . . . . . . .- . . (13)

S
While the test statisticl/ R = 2 could not be executed due to sample-

1- - 1
size constraints, under the alternative hypothesis values of R will tend
to be larger, since the values of AM are larger for the one set of
residuals than for the other, and the corresponding set of squares of
residuals will tend to be larger as well.

With n1
= 7, c = 2, and n2 = 6, we obtained markedly different

estimates for the sum of squared residuals, such that

S1 = 0.8277 and S2 = 0.0747

where S1 and S2 = sum of squared residuals of OLS estimates for n1 = 7
and N2 = 6, respectively.

Having established the existence of heteroskedasticity, Glejser's-
test [16] was used to determine the approximate pattern. Thus in equation
(1) we posit

V = P() . . . . . . . . . . . . . . . . . . . . . (14)

Where P(z) is a nonnegative polynomial, z and v are an independent and a
random variable respectively. Specifically, after testing for several
functional forms, we finally obtain significant estimates for Mo and ml
in the form:

,1
Iv= Mo + mlM ...

(15)

1/ It is distributed as

F %|(n-c-2k) , (n-c-2k) degrees of freedom under the
l hypothesis2

null hypothesis of homoskedasticity.
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On the basis of this information, we proceeded to transform the estimating

equation (see equation (7) in the text) to obtain

UAP

(Mo+mlAM- 1 ) (Mo+mlAM1 )

AM AYn

(Mo+lAM) (M+B1 o4lM1)
(Mo+mlAM- 1 ) (Mo+mlAM- 1)

+ 82 Dg

(Mo+mlAM- )

(16)
+ 3 Dp + e

(Mo+mlAM- 1 )

which is of a form that lends itself to linear estimation (see text equa-
tion (13).



APPENDIX II

Data: Sources and Description

Prices

Money supply

Income

Population

Wage "dummy"

Price control "dummy"

= cost-of-living index, 1963 = 100. IMP, Inter
national Financial Statistics.

= currency plus demand deposits. IMF, International
Financial Statistics.

= Gross Domestic Product at current prices. IMF,
International Financial Statistics.

= annual level of population IMF, International
Financial Statistics.

= (See text) IMF, Annual Consultation Reports.

= (See text) IMF, Annual Consultation Reports.

- 22 -
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