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1. INTRODUCTION 

A much-debated question in international finance is the extent to which firms’ stock 
returns are influenced by country-location as opposed to industry-affiliation factors. 
Following Heston and Rouwenhorst (1994, 1995) a large literature has sprung up in recent 
years trying to measure the relative importance of these two effects. The standard approach 
consists of estimating cross-sectional regressions of individual firms’ stock returns on a set of 
country and industry dummies, so that the coefficients on the dummies are interpreted as 
“excess-returns” associated with country or industry-affiliation relative to a perfectly 
diversified world portfolio. By and large, this literature has concluded that the country factor 
explains most of the cross-sectional variation in stock returns (Beckers et al., 1996; Griffins 
and Karolyi, 1998; Rouwenhorst, 1999; Serra, 2000), though its importance appears to have 
been waning in recent years relative to that of the industry factor, likely reflecting global 
financial integration (Baca et al., 2000; Brooks and Catao, 2000; Cavaglia et al. 2000). 

Extant results have been based on time-series averages of the explanatory power of 
industry and country dummies in each cross section, computed over arbitrarily specified 
(fixed or rolling) time windows. Implicit in this approach is the assumption that the factors 
driving country and industry-affiliation effects either remain constant over time or, at most, 
change very gradually. However, there are reasons to expect otherwise. For instance, policies 
that influence country risk are well-known to display discrete changes, and the emergence of 
new technologies (such as information technology) can radically change the dynamics of the 
data generation process behind industry-affiliation effects. Indeed, the presence of such 
discrete and persistent changes is a well-known possible cause of business cycle asymmetries 
in macroeconomics (Hamilton, 1989) and also a much acknowledged source of non- 
linearities in asset risk and volatility clustering in financial data (Pagan and Schwert, 1990; 
Harvey, and Zhou, 1993). This suggests the need for greater flexibility in modeling the 
dynamics of country and industry effects. 

This paper advances an alternative, dynamically richer framework to model such 
effects. It proposes a two-stage estimation method where in the first stage cross-sectional 
regressions are used to form country and industry portfolio returns. The dynamics of the 
returns on the various country and industry portfolios are then modeled as regime-switching 
processes in a second stage. The benefits of using cross-sectional regressions to form country 
and industry portfolios is twofold: first, it can be applied to large unbalanced panels; and 
second, it reduces the number of time-series to manageable dimensions that permit the 
modeling of their joint dynamics as regime-switching processes, which are likely to provide a 
more accurate characterization of the (possibly nonlinear) dynamics of common factors in 
portfolio returns .* 

2 See Timmermann (2000) and Perez-Quiros and Timmermann (2001) for a discussion of this 
point. 
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The proposed two-stage approach builds on a long tradition in empirical finance, 
following the Fama and MacBeth (1973) method for testing asset pricing models. In their 
study, cross-sectional regressions are used to estimate risk premia on a variety of risk factors 
(including market exposure) in a first stage, whereas time-series averages and risk-premium 
standard errors are used to test their statistical significance in a second stage. The main 
difference between the Fama-MacBeth method and our method lies in the second-stage 
regressions where we do not simply consider the unconditional average returns on the 
various country and industry factors but model their joint dynamics. Specifically, the 
time-series model we consider allows for different “regimes” in portfolio returns, where each 
industry or country has a fixed (time-invariant) mean and variance within a particular regime. 
By allowing these parameters to vary across regimes and assuming that next period’s regime 
is never known in advance, the model is capable of capturing complex country and industry 
factor dynamics which may have been overlooked in previous studies. 

There are several advantages to our approach. By allowing the underlying volatilities 
and correlations to be driven by a discrete state variable that can switch from one period to 
the next, we achieve more of what Solnik and Roulet (2000) refer to as an “instantaneous 
measure” of the correlation and volatility levels. Furthermore, to capture the possibility that 
risk characteristics of the separate country, industry and global component change at 
different frequencies, we allow shifts in these components to be driven by different discrete 
state variables displaying different degrees of persistence. 

Using this framework, our paper addresses the following questions. First, does the 
“stylized fact” that country factors dominate industry-affiliation effects in fact hold 
uniformly over time and across economic states? Or, does it result from a type of dynamic 
misspecification stemming from the use of the standard single-regime linear model? Second, 
what is the strength of the various return correlations within the different regimes (if there is 
more than one) and the typical “persistence” of such states? Third, how much of the excess 
return of traditional country and industry portfolios is explained by “pure country” and “pure 
industry” factors, respectively? Fourth, how much does the global return component (which 
could be loosely viewed as a common “world’ business cycle factor) vary over time and 
across economic states and how does this affect the correlations between country- and 
industry portfolios? Answers to these questions obviously have important implications for 
international risk management. 

The main results are as follows. First, we find very strong evidence of nonlinear 
dynamic dependencies in both industry and country returns, suggesting that the dynamic 
“mixtures of normals” model underlying the Markov-switching approach offers many 
advantages in terms of modeling global stock returns. In particular, specification tests reject 
(at the 1 percent significance level) the null hypothesis of a single state model for 10 of the 
13 advanced countries comprising our sample, and for 10 out of 11 industries (using the 
standard FTSE classification). Instead, we find evidence of two distinct states characterized 
by very different volatilities of stock returns, with the global high volatility regime tending to 
be less persistent than the low volatility regime. Second, once we model the nonlinear 
dynamics jointly across blocks of industry portfolios, we find a clear common nonlinear 
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dynamic component from the industry return series, with industry volatility increasing 
relative to country volatility from the late 1990s. This points to the growing prominence of 
global industry effects alluded to in the recent literature. Third, we identified high and low 
volatility regimes in the vast majority of individual country portfolios. However, we could 
not identify similar states in the common time-series component in the volatility of the 
country-return series, suggesting that country effects continue to be more heterogeneous than 
industry effects. 

The remainder of the paper is structured as follows. Section II lays out the 
econometric methodology, while section IIl discusses the data Empirical results are reported 
in sections IV and V. Section VI considers implications for global portfolio diversification. 
Section VII summarizes the main findings. 

II. ECONOMETRICMETHODOLOGY 

While an obvious approach to estimating the dynamics of country and industry 
factors in stock returns would be to estimate the various country and industry parameters 
jointly in a dynamic panel, this is not a feasible option when using large cross-sections of 
firm level data. Such panels comprise thousands of individual stock returns and tend to be 
highly unbalanced due to the fact that some firms die while others are “born” at some point 
within any reasonably long time series on stock return data. 

Here we present an alternative approach to this problem which does not entail loosing 
information contained in the time series dynamics of individual country or industry stock 
return series nor in the whole cross-sectional dimension of the data. Specifically, we propose 
a two-stage approach where, in the first stage, we follow Heston and Rouwenhorst 
(1994,1995) and extract the industry and country returns for a given time period through 
cross-sectional regressions in which each firm’s stock returns is defined as: 

where RvB stands for the return at time t of the iti firm which belongs to thejth industry and 
the k* country, a; is a global factor common to all firms, pjr is an “excess” return owing to 
the firm’s belonging to industryj, yk, is an “excess” return associated with the firm’s 
location in country k, and sit is an idiosyncratic firm-specific factor. Assuming that there are J 
industries and K countries, equation (1) can be written as: 

Here eiip is a dummy variable defined as 1 for the ith firm’s industry and zero otherwise, 
while e,,is a dummy defined as 1 for the ith firm’s country and zero otherwise. 
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Since each firm can only belong to one industry and one country at a time, the various 
industry dummies in (2) will be orthogonal to each other within the cross-section. Likewise, 
the various country dummies will also be orthogonal to each other. However, equation (2) 
cannot be estimated as it stands because of perfect multicollinearity among the regressors. 
This is because every company belongs to both an industry and a country, whereas the 
industry and country effects can only be measured relative to a benchmark. To resolve this 
identification issue, we follow the literature in imposing the restriction that the weighted sum 
of industry and country effects equals zero at every point in time, so that the industry and 
country effects are estimated as deviations from the intercept a: 

ipj$e,xi =i/ljwj =O, 
j=l i=i j=l 

g Yk $ eifyxi =g YkVk = ‘* (4) 

Here N is the total number of firms in a given period. Equation (2) can then be estimated 
subject to the restrictions (3) and (4). As in several of the studies referred to above, we 
estimate (2) using weighted least squares. In doing so, each stock return is weighted by its 
beginning-of-period share Xi of the global stock market capitalization (computed as a sum of 
the market capitalization of all the N firms comprising the cross-section), so that wj 
corresponds to the market capitalization of industryj as a share of the global market, while vk 
is the market capitalization of country k as a share of the global market. 

The weighted least squares estimates of the parameters in (2) subject to (3) and (4) 
yields orthogonal excess return vectors for the various J industries and K countries for every 
t. An advantage of constructing country and industry portfolios this way is that the number of 
firms at each cross-section can vary and yet a balanced panel of portfolios of country and 
industry specific excess returns can be formed, effectively summarizing the relevant 
information from the original unbalanced panel. 

Defining excess return vectors as 

P‘ = P2t . 9 “I, = 
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we can re-write equation (2) as: 

Rvti = a, + ei& + ebr, + q,. (3 

where eip is a J x 1 vector of zeros with a one in the ith firm’s industry, while ei, is an 
K x 1 vector of zeros with a one in the ith fm’s country. 

A. Country- and Industry-Specific Return Dynamics 

While the earlier literature has not attempted to link the individual industry cpt> and 
country components (yJ over time, we will allow for such dependencies in these components 
in a flexible manner which does not impose linearity or serial independence a priori. In 
particular, we follow the large empirical literature that has documented the presence of 
persistent ‘regimes’ in a variety of financial time series. Ang and Bekaert (2002), Driffill and 
Sola (1994), Gray (1996), Hamilton (1988)) find evidence of multiple states in the dynamics 
of interest rates, while Ang and Bekaert (2001) David and Veronesi (2001), Guidolin and 
Timmermann (2002), Perez-Quiros and Timmermann (2000) Turner, Starz and Nelson 
(1989) and Whitelaw (2001) provide evidence for stock market returns. Typically these states 
capture periods of high and low volatility in returns. Most of these papers model states in 
univariate return series or in pairs of returns (e.g., Ang and Bekaert (2001) Perez-Quiros and 
Timmermann (2000)).3 

Specifically, we assume that there are separate “state” variables driving returns on the 
global, industry, and country portfolios labeled s, , spjt, srkt. We show in the empirical section 
that the data justifies this assumption. If, furthermore, these state processes are industry and 
country specific, we can write returns on the global, industry and country portfolios as 
follows: 

Suppose, for example, that there are two states for the global return process so sat = 1 
or sat = 2. Then the mean return on the global return component in any given period, t, is 
either uLal or ud, while its volatility is either oal or (rd. Similarly, if thejth industry state 
variable can take two values, spjt = 1 or spjt = 2, then thejth industry’s mean return at time t is 
either upjl or upj2 while its volatility is either oajr or opj2. 

3 Guidolin and Timmermamr (2002) also consider a model for the joint dynamics of returns 
on small firms, large firms, bonds and T-bills. 
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One could of course impose a constraint that the mean return was the same in the two 
states in which case our model would simply capture time-varying volatility. However, on 
theoretical grounds we would expect the mean returns to be different in the high and low 
volatility state, so we allow the mean parameters to be state-dependent. 

How the state processes alternate between states is obviously important. We follow 
conventional practice and assume constant state transition probabilities for the global return 
process as well as for the individual country and industry return processes:4 

(7) 

Here pall is the probability that the global return process remains in state 1 if it is 
already in this state, ppjll is the probability that thejth industry state variable remains in state 
1 and so forth. This means that the regimes are generated by a discrete state homogenous 
Markov chain. We will be interested in studying the state probabilities implied by our models 
given the current information set, Tr , which comprises all information up to time t, i.e., 
?r sar = Pr(S, = S, I I?,), nfpjt = Pr(Sp,, = spj I r,) , nSYkt = Pr(S,, = sy I r,) , where I’ t is the 
current information set containing (at a minimum) returns up to time t. As we shall see in the 
empirical section, the time series of these probabilities, extracted from the data, provide 
information about high and low volatility states. 

Finally, we assume that the innovation terms, cat, cpjt and crk are normally distributed. 
Notice that this means that the return process will be a mixture of normal random variables. 
This is a distribution that is capable of accommodating features such as skews and fat tails 
that are frequently found in financial return distributions. 

bY 
Under this model, the return on the ith company in industryj and country k is given 

4 While it is possible to further extend the model by allowing for time-varying state transition 
probabilities, c.f., Gray (1996) we do not consider this complication of our model here. We 
keep the model relatively simple to facilitate generalization of the model to the case with 
multiple industries or countries, where the number of parameters already is rather large. 
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Clearly each stock will be affected by separate global, industry and country regimes 
plus an idiosyncratic error term so the model provides a flexible characterization of returns 
on individual stocks. 

B. Common Nonlinear Components 

The above model assumes that the state processes or “regimes” underlying returns on 
the industry and country portfolios are different for different countries and industries. This 
represents a natural starting point insofar as many factors underlying these portfolios’ risk 
and return characteristics could well be country- and industry specific. 

However, it is possible that the state variable driving the industry and country returns 
shares an important common component across industries and country returns. This could be 
induced, for example, by an oil shock to the extent that the latter tends to have a large 
differential effect across industries and a far more homogenous effect across countries. 
Similarly, there may be common institutional shocks that spread along country lines as 
opposed to industry lines. One example is the growing worldwide consensus to keep inflation 
at bay and the associated institutional changes in central bank mandates-a factor which has 
been deemed to help explain the decline of world inflation and the concomitant upward trend 
in global asset prices since the mid-1980s (IMF, 2000). 

If such dependencies exist across countries or across industries, a more efficient way 
to gain information about the underlying state variable is to estimate a multivariate 
regime-switching model jointly for several portfolios. To account for the possibility that a 
common state factor is driving the individual industry returns on the one hand and the 
individual country returns on the other hand, we consider the following model: 

where )uas,is the scalar global mean return in state sm , pB.IB, is a J-vector of industry means in 
state sPr, prsis a K-vector of country means in state syr . Furthermore, the innovations to 

returns have zero mean with state-specific variances gas m - (OdJ qhp, - (o&?s/J 

Eys, - (u4J~ where ds, is the scalar variance of global return in state sM, QPsD, is the 

Jx.J variance-covariance matrix of industry returns in state sPt , R,? is the KXK 
variance-covariance matrix of country returns in state syt . 
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State transitions for this common factor case are still assumed to be time-invariant: 

Pr(S, = s, 1 s,-, = &> = Pas& 3 

Pr(S, = sp 1 S,-, = sp) = PfiaspT 

P&s, = sy 1 SF-, = Sr> = Pzysr* 
(10) 

The regime switching model is fully specified by the state transitions (lo), the 
functional form of the return equation (9) and the assumed “mixture of normals” density. 
However, estimation of the model is complicated by the fact that the state variable is 
unobserved or latent. We deal with this by obtaining maximum likelihood estimates based on 
the EM algorithm. 

A major advantage of our common nonlinear factor approach is that it allows us to 
extract volatility estimates of portfolio strategies involving an arbitrary number of countries 
or industries in addition to the global component. As explained by Solnik and Roulet (2000), 
the standard way to capture time-variation in market volatility and correlations is by using a 
fixed-length rolling window of, say, 36 or 60 months of returns data and estimate 
cross-correlations for pairs of countries (c.f. Solnik, Boucrelle and Le Fur, 1996). This 
approach has three major disadvantages compared to our approach. First, since the rolling 
window does not rely on the full data sample, it is likely to lead to imprecise estimates of 
volatilities and correlations which typically require relative large data samples for precise 
estimation. Second, by construction as they present moving averages of volatilities, rolling 
window estimates cannot capture relatively short-lived volatility bursts that may be 
economically interesting and important to investors’ risk management. Third, rolling window 
estimates provide unconditional estimates of volatilities and correlations and do not exploit 
any dynamic structures in the covariance of portfolio returns. 

In contrast, notice the richness of the dynamics in our model: for a given state the 
mean and variance of returns are constant, as are the correlations between various industry 
(country) portfolios. However, as the state probabilities vary over time, the conditional 
correlation, mean and variances of returns are allowed to fluctuate. Using the ex-ante state 
probabilities, the model allows for time-varying expected returns and measures of risk. The 
mechanism for generating such time-variations arises because of the time-varying state 
probabilities. The general model also captures the correlations between returns on different 
country and industry portfolios. 

It is of course possible to construct an even more restrictive version of (9) that 
assumes the global, industry and country factors are driven by the same state process. 
However, as we shall see in the empirical section, the data does not support such a 
specification. This is, perhaps, unsurprising since the sources of discrete changes (economic 
policy, technology shocks etc) are likely to be quite different at these levels. 
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111. DATA 

The data cover monthly total returns and market capitalizations for up to 3,951 firms 
in developed stock markets over the period February 1973 to February 2002.5 Country 
coverage spans Australia, Belgium, Canada, Denmark, France, Germany, Ireland, Italy, 
Japan, Netherlands, Switzerland, the United Kingdom and the United States. While data are 
available for other national stock markets, estimation of the econometric model for a 
significantly larger number of countries becomes unfeasible and probably redundant in any 
case, since the group of countries considered is sufficiently representative of the global stock 
market (see below). Firms in these 13 countries are grouped into one of 11 FISE industry 
sectors: resources, basic industries, general industries, cyclical consumer goods, non-cyclical 
consumer goods, cyclical services, non-cyclical services, utilities, information technology, 
financials and others.6 While some recent papers argue in favor of a finer industry 

5 Monthly total returns are computed in local currency using data from DatastreamPrimark. 
The return calculation assumes immediate reinvestment of dividends. These local currency 
returns are converted to U.S. dollars using end-of-month spot exchange rates. The 
beginning-of-month stock market capitalizations are converted into U.S. dollars using the 
beginning-of-month dollar price of one unit of local currency. Expressing all returns and 
market cap data in US dollars implicitly reflects the perspective of a currency unhedged 
equity investor whose objective is to maximize U.S. dollar returns. It is important to note, 
however, that since changes in equity returns far overwhelm those associated with currency 
fluctuations, expressing returns and market caps in the distinct national currencies should not 
change the thrust of the results, as previous studies have found (Heston and Rouwenhorst, 
1994; Griffin and Karolyi, 1998; Brooks and Catao, 2000). Developing countries were 
excluded from the sample altogether because none of these countries had data stretching back 
to the early 197Os, so that their inclusion would probably distort the representativeness of the 
sample over time and, in any case, entail too short time series for the estimation of Markov- 
switching processes for the respective country portfolios. 

6 These broad FISE classification can be further broken down as follows: Resource 
industries comprise mining, oil and gas; basic industries comprise chemicals, construction 
and building materials, forestry and paper, and steel and other metals; general industries 
encompass aerospace & defense, diversified industrials, electronic & electrical equipment, 
engineering & machinery; cyclical consumer goods comprise automobiles, household goods 
& textiles; non-cyclical consumer goods include beverages, food producers & processors, 
health, packaging, personal care & household products, phamarceuticals, and tobacco; 
cyclical services comprise distributors, general retailers, leisure, entertainment & hotels, 
media & photography, restaurants, pubs & breweries, support services, and transport; non- 
cyclical services comprise food & drug retailers, and telecommunication services; utilities 
comprise electricity, gas distribution, and water; financials comprise banks, insurance 
companies, investment companies, real estate firms and specialty & other finance; 
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disaggregation, the level of disaggregation used here is sufficient not only because it follows 
the traditional industry breakdown used by portfolio managers and much of the academic 
literature, but also because it clearly distinguishes new industries which appear to have 
distinct time series dynamics of stock returns (such as information technology-see Brooks 
and Catao, 2000) from “old economy” industries7 

A desirable feature of this data is that it be a realistic and unbiased representation of 
the global stock market. As of December 1999, the total capitalization of the sample comes 
to $26.3 trillion or 80 percent of stock market capitalization in advanced countries as 
measured by the IFC yearbook and 73 percent of the world market capitalization 
(i.e. including developing countries). Coverage deteriorates somewhat towards the beginning 
of the sample but because the data comprises the largest and internationally most actively 
traded firms in key markets such as the United States, Japan, and the United Kingdom 
throughout, the sample can be deemed as quite representative from the viewpoint of the 
global investor. It should be noted, however, that the deterioration in coverage reflects two 
deficiencies of the data set. First, it is subject to survivorship bias, meaning that only firms 
surviving over the full sample period are covered. No doubt this bias is important, especially 
in the context of global shocks such as that of the 1987 crash and the virulent recession of the 
early 1990s in Europe and Japan. But this problem is partly offset by the fact that the data 
omit a large number of small firms which typically face greater bankruptcy risks and whose 
influence in a market capitalization weighted world portfolio is low in any case. A potentially 
more serious flaw of the data is that it includes only post-merger companies, dropping 
companies that go into the merger. It is possible that this may bias the estimates in favor of 
finding more pronounced global industry effects in more recent years in the sample. 

On the positive side, our sample stretches over a much longer time period than those 
in the studies referred to in the introduction, and this is a crucial advantage required for 
estimation of regime switching processes with some degree of precision. As we shall see, 
most regimes tend to be quite persistent so identifying them requires a time series as long as 
that considered in our study. No single country is represented by less than 28 firms on 
average (Ireland and Denmark) and, in the case of large economies such as the US and Japan, 
coverage approaches 1,000 firms towards the end of the sample from a minimum of 
377 firms at the beginning of the sample (February 1973). This reasonably large time series 
and cross-sectional dimension of the data probably eliminates any significant distortion in the 

information technology comprises information technology hardware and software & 
computer services; other industries include non-classified miscellaneous. 

7 While Griffin and Karolyi (1998) note that a finer industry disaggregation may yield a more 
accurate measure of industry effects, their main result - the dominance of country-specific 
effects-hardly changes with the move to a finer industry breakdown (they have nine broad 
industry categories and 66 more disaggregated industries). Meanwhile, Heston and 
Rouwenhorst’s (1995) results are based on seven broad industry categories. 
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econometric results arising from the deficiencies mentioned above. Moreover, to the extent 
that much of our analysis focuses on the variance of stock returns rather than on their mean 
values, the main results are unlikely to be vulnerable to the traditional survivorship bias 
problem. 

IV. EMPIRICALRESULTS 

This section first presents the full-sample results for the returns on the individual 
industry- and country portfolios considered in our analysis. These results serve as a 
benchmark for the subsequent dynamic analysis and also allow us to relate our findings to the 
extant literature. Next we model nonlinear dynamics in the individual country-and industry 
portfolios. Finally we consider the presence of common dynamic components in the country 
and industry returns. 

Table 1 presents some summary statistics for the distribution of the country-industry 
and world portfolios. All country and industry portfolio returns are measured in excess of the 
world portfolio so the mean returns on these portfolios are close to zero on average.* The 
standard deviations average 4.89 percent per month for the country portfolios and 
2.96 percent for the industry portfolios, thus verifying the finding in the literature that, on 
average, country factors matter more than industries for explaining variations in stock 
returns. Country portfolios tend to be slightly more strongly positively skewed than the 
industry portfolios while, interestingly, returns on the global portfolio are not skewed. There 
is also strong evidence of excess kurtosis in most of the portfolios. Accordingly, Jarque-Bera 
test statistic for normality rejected the null of normally distributed returns for all portfolios 
except for Switzerland and Japan9 This is of course the type of situation where mixtures of 
normals may be better able to capture the underlying return distribution. 

A. Nonlinear Dynamics in Returns 

Previous studies of country-and industry effect in international stock returns have 
been based on the assumption of a single state, so it is important to investigate the validity of 
this assumption. To determine whether a regime switching model is appropriate for our 
analysis, we first verify that two or more states characterize the return generating process of 
the individual industry and country portfolios. For this purpose we report the outcome of the 
statistical test proposed by Davies (1977). Standard likelihood ratio tests do not account for 
the problem associated with unidentified nuisance parameters under the null hypothesis of a 
single regime. The Davies test takes this problem into account. The results are shown in 
Table 2. For 10 out of 13 countries and 10 of 11 industries, the null of a single state is 

’ The only reason the averages are not exactly equal to zero is that we are reporting 
arithmetic averages whereas the world portfolio is based on capitalization-weighted returns. 

‘Results of the Jarque-Bera test statistics are available from the authors upon request. 
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rejected at the 1 percent critical level. Linearity is also strongly rejected for the global 
portfolio. Hence there is overwhelming evidence of nonlinear dynamics in the form of 
multiple regimes in country, industry and global returns. 

These test results suggest that there are at least two regimes in the vast majority of 
return series. However they do not tell us if two, three or even more states are needed to 
model the return dynamics. To choose among model specifications with multiple states, 
Table 3 reports the results of three standard information criteria that are designed to trade off 
fit (which automatically grows with the number of parameters and thus with the number of 
underlying states) against parsimony (as measured by the total number of parameters). We 
report results using the Akaike (AIC), the Schwarz Bayesian (BIC) and the Hannan-Quinn 
(HQ) information criteria. For the 13 country portfolios, the three criteria unanimously point 
to a single state for Canada and Switzerland and three states for the UK, and at least two of 
the above criteria suggest that stock returns in all other countries are better modeled as a 
two-state process.” 

Turning to the industry portfolios, the results are even more homogenous, with the 
BIC and HQ criteria selecting a two-state model for 9 industries out of 11. At the same time, 
all three criteria indicate that stock returns in Resources are best captured through a 
three-state model. Only for cyclical services is there considerable difference-the BIC and 
HQ choosing a single-state model while the AIC selects a three-state specification. Finally, 
regarding the global portfolio, AIC and HQ choose a two-state specification, while the BIC 
marginally selects a single-state specification. Overall, therefore, the results in Table 3 
strongly indicate the presence of two states in the dynamics of the various portfolio returns. 
Accordingly, the subsequent analysis is based on this specification. 

B. Country Return Dynamics 

Panel A of Table 4 shows the maximum likelihood estimates of the parameters of the 
two-state regime-switching model fitted to returns on the individual country portfolios for 
which there was evidence of multiple states, i.e. all countries except for Canada and 
Switzerland. The ordering of states is, of course, arbitrary so we stick to the convention of 
listing the state with the highest volatility as state 1, while state 2 is the state with the lowest 
volatility. Using this convention, the first two columns in Table 4 show the volatility 
(standard deviation) estimates for the two states, while columns 3 and 4 provide the 
estimated state transition probabilities ~11 (the probability of staying in state 1) and ~22 (the 
probability of staying in state 2) followed by the steady state probabilities (columns 5 and 6) 
and the average monthly duration of the two states (columns 7 and 8). 

lo The finding of a single state for Canada and Switzerland is consistent with the Davies’ 
tests in Table 2 which could not reject linearity for these two countries. 



- 16- 

Differences between the volatility parameters of the two regimes are highly 
significant, both economically and statistically.” The average country volatility estimate is 
7.1 percent per month in the high volatility state, almost twice the value in the low volatility 
state (3.6 percent per month). In all bar one country, Japan, the high volatility state has the 
lowest persistence. This is consistent with the notion that bursts of volatility do not last all 
that long. In some countries the duration of the high volatility state is very short. For 
example, for Belgium the high volatility state lasts less than three months on average, while 
the low volatility state has an average duration of more than 25 months. Countries that have 
volatility bursts of very short duration may generate mean returns that appear rather extreme 
in the high volatility state, in part because volatility is so high in this state and in part because 
the mean return estimate is based on relatively few observations. Fortunately the vast 
majority of countries have ‘stayer probabilities’ for the low volatility state that are well above 
90 percent. On average, across countries, the duration of the high volatility state is 16 months 
while it is 39 months for the low volatility state. As a consequence, as shown by the 
steady-state probabilities, an average of 70 percent of the time is spent in the low volatility 
state while 30 percent of the time is spent in the high volatility state. 

To assist in the economic interpretation of the two regimes, Figure 1 plots for each 
country the smoothed probability of the high volatility state (state 1). The time-series 
properties are quite mixed, reflecting the well-known heterogeneity of country factors 
documented in the literature (more on this below). Nevertheless, clearly defined persistent 
states emerge in all countries but Japan and the Netherlands. Also noticeable in Figure 1 is a 
clear tendency towards a switch to the low volatility state in the last part of the sample for the 
US, the UK, France, Germany, Australia and Denmark. As discussed further below, this 
lends credibility to the notion that the contribution from the country component to explaining 
stock return variations has recently declined in significance. Moreover, the results indicate 
that this decline occurred some time during the nineties, albeit not necessarily at the same 
time in all countries. 

C. Industry Return Dynamics 

As with the country portfolios, Table 4 shows that the difference between the 
volatility levels in the two states for the industry portfolios is also very large, with average 
industry volatility of 4.3 percent per month in the high volatility state and average volatility 
of 2.1 percent in the low volatility state. Despite this similarity, the dynamics of the low and 
high volatility regimes is quite different for the industry portfolios than for the country 

l1 Although we are not primarily concerned with the mean return variation across states, the 
mean return computed across countries is estimated at 0.73 percent per month in the high 
volatility state and -0.26 percent in the low volatility state. One should not put too much into 
the mean estimates in the two states, however, since they are associated with considerable 
uncertainty, particularly for countries such as Belgium, Italy and Ireland where little time is 
spent in the high volatility state. 
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portfolios. In all industries except for Resources, the ‘stayer’ probability is higher in the low 
volatility state than in the high volatility state. For the industry portfolios both states are 
highly persistent with average stayer probabilities of 91 percent in the low volatility state and 
94 percent in the high volatility state. The high volatility state is thus clearly more persistent 
for the industry portfolios than for the country portfolios. Consequently on average 
39 percent of the time is spent in the high volatility state in the case of the industry portfolios. 
Again, the average duration of the low volatility state is more than twice as long as that of the 
high volatility state. 

To assist with the economic interpretation of these results Figure 2 presents the 
smoothed probabilities of the high volatility state for the industries where multiple states 
were identified. The high volatility regimes of the industry portfolio returns are clearly more 
homogenous than the regimes identified for the country returns in Figure l-a result 
consistent with the findings of Heston and Rouwenhorst (1994) who also report that industry 
volatility is more uniform than country volatility. This similarity is all the more remarkable 
in the present context since each of the plots is based on univariate regressions and thus does 
not utilize information about returns in other industries. In most industries, the states persist 
for long periods of time and are very clearly separated by the data in the sense that the 
probability of the regime from which the returns data in a given month is drawn is almost 
always far from 0.5. In most industries the high volatility state emerged in 1986 and again 
from 1998 and onwards. There is also a tendency for common high volatility around 
1974-75. 

D. A Joint Model of Common Components 

The extant literature seeks to answer how much country and industry effects matter 
“on average”. The empirical results thus far have identified regimes that are specific to each 
industry or country portfolio. However, addressing the question of the overall importance of 
industry and country effects, requires studying common country and common industry 
effects. To do so, we next study a model in which there are separate regimes in the joint 
country and in the joint industry portfolio returns. This yields a nonlinear dynamic common 
factor model.r2 

We do so by estimating joint regime switching models for the return series on the 
13 country portfolios and 11 industry portfolios. To our knowledge, regime switching models 
on such large systems of variables have not previously been estimated jointly. The joint 

I2 The vast majority of recent work on dynamic common factor models assumes a linear 
factor structure, c.f. Stock and Watson (1998). We allow for nonlinear dynamics principally 
because of our interest in extracting common factors in the volatility of returns on various 
portfolios and also because of the strong empirical evidence of time-varying volatilities in 
stock returns. 
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estimation of the parameters of a highly nonlinear model for such a large system is a 
nontrivial exercise. 

Table 5 presents estimates of the transition probabilities and average state durations 
and the outcome of the Davies test for multiple states. Estimation results are shown in 
Table 6 which also presents results for the global portfolio. Since the joint country model has 
210 parameters while the joint industry model has 156 parameters (most of which measures 
the covariance between industry returns in the two states), we do not report all the estimates 
and instead concentrate on the standard deviations. 

Again, the null hypothesis of a linear model with a single state is strongly rejected for 
the country, industry, and world models. The Davies test yields p-values below 0.001 for all 
models. All three information criteria supported a two-state model over the single-state 
model in the case of the joint industry and joint country models, while both the AIC and the 
HQ criterion supported the two-state specification over the one-state model for the global 
return model. 

First consider the common country component. Table 5 shows that the two states 
identified in country returns have persistence parameters of 0.975 and 0.976. With such high 
persistence parameters, the durations of the two states are very high at 40 and 42 months, 
respectively. Clearly this model is picking up long-lasting regimes in the common 
component of the country portfolios. The average volatility is around 4.9 percent in both 
states, so the states are no longer defined along high and low volatility, at least not on 
average. Even so, the volatility is markedly higher in the first state for the US. Average 
correlations across country portfolios are close to 0.1 in both states, although, again, for some 
countries there are some interesting differences. For example, the US has a small positive 
average correlation of 0.05 with other countries in state 1 (the high volatility state) and a 
large negative correlation (-0.33) with other countries in the low volatility state.13 The 
implication of this is that the diversification possibilities for a US investor are reduced in the 
high volatility state, a finding consistent with much of the existing literature, c.f. Longin and 
Solnik (2001). 

Very different results emerge from the parameter estimates for the joint industry 
model. In the low volatility state (state 2) the average volatility is 2.27 percent while it is 
more than twice as high in the high volatility state (4.67). Average correlations are now 
negative in the low volatility state and zero in the high volatility state. State transition 
probabilities for the industry returns listed in Table 5 at 0.87 and 0.96 are quite high and 
imply average duration of 27 months in regime 1 and 26 months in regime 2. Consequently 
the steady state probabilities are 23 and 77 percent, so that three times as much time is spent 
by the industry portfolios in the low volatility regime (state 2). 

l3 While these numbers may seem low, it should be recalled that this is only because the 
global return factor (common to all stocks) has been taken out. 
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While the extent to which industry return correlations vary across states is not 
uniform, it is interesting to note that the correlation between information technology (IT) 
returns and the other industry returns is large and negative (-0.28) in the high volatility state. 
Since the smoothed state probability plots suggest that the common industry component has 
been in the high volatility state since 1998, it is clear that, during the recent IT boom and 
bust, the correlation between the IT and other industry returns was lower than during its low 
volatility state, where the correlation was -0.10 on average. 

Figure 3 plots the time series of the smoothed probabilities for the high volatility state 
identified by the common country and common industry models as well as the model for 
global returns. The high persistence in the common country component stands out. For 
example, the common country effect stays in the same regime over the period 1986-1997, 
although it is difficult to interpret in terms of periods of high and low volatility.14 In contrast, 
the global return component follows shorter, cyclical movements that nevertheless are well 
separated by the model. This model thus identifies more regime shifts than the models fitted 
to the common country and industry portfolios. The common industry regime identifies four 
high volatility periods around the oil shock of the early seventies (1974), an episode in 
1980-81, a spell from 1986 to September 1987 followed by the more recent period beginning 
in early 1998. 

-Although the series are clearly different, they still share some similarities. For a 
significant part of the period, the state probability for the common country factor is 
negatively correlated with that for the common industry factor, pointing to the alternating 
importance of these two factors in explaining overall stock return volatility over time, (The 
correlation between the smoothed state probabilities of the common industry and country 
return components is -0.27). The common country state variable has a correlation of -0.10 
with the global state variable. Finally the industry and global state processes are strongly 
positively correlated with a sample correlation of 0.42. This is to be expected, since many 
shocks to the global component are industry specific shocks, such as the oil shocks of the 
1970s and the worldwide IT boom in recent years. We return to this point below. 

These results clearly appeal to intuition. The finding that the global return component 
is the least persistent factor makes sense as it is likely to capture a variety of large, common 
economic shocks typically associated with the global business cycle. In contrast, common 
country components are likely to undergo less frequent shifts as they tend to be more based 
on structural relations that are more slowly evolving, especially in countries with relatively 
stable institutions such as the advanced countries comprising our dataset. The common 
industry component lies somewhere in between in terms of its persistence. 

I4 Interestingly, comparing the state plots in Figure 1 to the middle panel in Figure 3, the 
single country whose state probability series is most closely correlated with the common 
country state variable (at a correlation of 0.62) is the United States. 
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V. VARIANCE DECOMPOSITIONS 

A key question addressed by the literature on country and industry effects is the 
relative size of these effects as measured by the relative volatility of geographically or 
industrially diversified portfolios. To get a first measure of how the total systematic variance 
evolves over time, we simply sum the global variance, the average country variance and the 
average industry variance (all based on conditional moment information reflecting the time- 
varying state probabilities) as follows: 

(11) 

where apt is the vector of weights for the industry portfolios and u;), is the vector of 

weights of country portfolios. 1, = c,, nsGs,t,as, is the conditional expectations of the global 

portfolio returns, ip, = c,, nsPt j,tPs, and ir = c,, x~~.+,~, are Jxl and Kxl vectors of 

conditionally expected returns on the industry and country portfolios, respectively. The first 
component in (11) accounts for the total variance of the global return component. The second 
component is the value-weighted industry variance, while the third component is the value- 
weighted country variance. Besides accounting for state-dependent covariances, there is an 
extra component in each of these terms arising from variations in the means across states. 
Notice that this measure of total systematic variance changes over time due to time-variations 
in the state probabilities.15 

Figure 4 plots the time-series of the systematic volatility component computed by 
taking the square root of (11). Systematic volatility varies considerably over time from a low 
point around 2.8 percent to a peak around 5.5 percent per month. It was very high around 
1974/75, 1980, 1987, 1991, and from late 1997 onward. At these times, the systematic 
volatility component was close to twice as large as during the low volatility regimes that 
occurred in the late seventies and mid-nineties. Recalling that the volatility of the country 
component does not vary much across the two states, while conversely the volatility of the 
industry and global portfolio returns are about twice as high in the high volatility state as they 

I5 The squared terms in the variance expression enter due to the binomial nature of the state 
variable, c.f. Timmermann (2000). 
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are in the low volatility state, it is easy to understand the figure. Systematic volatility tends to 
be high when the common industry component and the global component are both in the high 
volatility state at the same time, i.e. in 1974, 1980, 1987 and from 1998 to 2002. Conversely, 
if they are simultaneously in the low volatility state, then systematic volatility will be low. 
Overall, our estimates also indicate that systematic volatility is trendless, a result consistent 
with Schwert’s (1989) finding that market volatility has no significant long-term trend. 

The measure of systematic variance in (11) readily lends itself to a decomposition of 
the total systematic variance into its three constituents. Figure 5 shows the fraction of total 
systematic variance represented by the average country, average industry and global 
components scaled by the sum of these. Time variation in the (average) country fraction is 
very large and ranges from about two-thirds to one-third as in recent years. In particular, the 
importance of the country factor has been noticeable lower in periods of well-known global 
shocks such as the 1974-75 oil shock, the 1987 stock market crash and the information 
technology boom of the late 1990’s. Such ups and downs in the relative contribution of the 
country factor do not lend much support to the notion sometimes popularized in the financial 
press that greater cross-border freedom in capital movements over the past decade or so has 
been gradually undermining the importance of country-specific shocks (see, e.g., Farrell, 
2000), as changes in the country factor contribution have been anything but monotonic. 

Likewise, the fraction of the total systematic volatility due to the industry component 
also varies considerably as shown in the middle panel of Figure 5. It rises to about 
thirty percent in the immediate aftermath of the two oil shocks of the 1970s (1974 and 
1980/81), during the stock market crash of 1987, and during the IT boom and bust cycle from 
1997/98 onwards. In the context of the existing literature, the estimated average level in the 
10 to 15 percent range is slightly higher than the 7 percent figure of Heston and Rouwenhorst 
(1995) and more than twice as high as the estimates in Griffin and Karolyi’ s (1998)-both 
based on linear single-state models as discussed above.16 Figure 5 clearly unveils significant 
changes in the relative importance of the industry factor and shows that its recent rise has in 
fact been the most persistent of all over the past thirty years, though not quite yet to the point 
where its relative to contribution to systemic volatility has surpassed that of the country 
factor as claimed by Cavaglia et al. (2000). As shown in the bottom panel of Figure 5, this is 

I6 Griffin and Karolyi (1998) present two sets of estimates, one using a nine-sector 
breakdown and the other using 66 industry breakdown. They find that the mean industry 
factor contribution to total return variance are 2 and 4 percent respectively, a lot lower 
therefore than the above estimates. One possible reason for the lower estimate of Griffin and 
Karolyi (1998) relative to Heston and Rouwenhorst (1995) as well as ours is the inclusion of 
emerging markets in their sample. As country-specific shocks have been shown to play a 
greater role in the determination of stock returns in emerging markets (Serra, 2000), this is to 
be expected. However, we show below that much of the difference appears to be model and 
time dependent. Furthermore, Griffin and Karolyi consider a much shorter sample of weekly 
returns so differences in estimates are not all that surprising. 
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partly due to the concomitant rise of the global factor contribution to overall stock return 
volatility in recent years which has filled some of the gap arising from the decline in country- 
specific volatility. 

An alternative and complementary measure of the relative significance of the industry 
and country contributions to portfolio returns follows the decomposition scheme proposed in 
Griffins and Karolyi (1998) and replicated by others (e.g., Baca et al., 2000). The 
methodology proposed in this paper allows us to extend this framework by both letting the 
relative contributions of each factor vary across states and taking into account the various 
industry covariances within each state. As in Griffins and Karolyi (1998) let the excess 
return on the national stock market or portfolio of country k (over and above the global 
portfolio return &) be decomposed into country k’s unique industry weights times the 

J 
industry returns summed across industries (i.e., c CL$B~~ ) plus a “pure” country effect yti :17 

j=l 

where a$ is the jth industry’s weight in country k. The variance of this excess return 
conditional on the country state being syt and the industry state being sPr is 

where CDL is the J-vector of market capitalization weights of the industries in country k. 

Similarly, the excess return on the portfolio of industry j (over and above the global 
portfolio) can be decomposed into industry j ’ s unique country weights times the country 
returns summed across countries plus a pure industry effect, bj, : 

(14) 

l7 It is straightforward to show that this decomposition follows from re-writing equation (2) 
for each individual country portfolio, where the individual firm’s weight is the share of that 
firm in total market capitalization of the respective country portfolio. 
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where u&is the kth country’s weight in industry j . The variance of this excess return 
conditional on the country state being syr and the industry state being spt is 

where o; is the K-vector of market capitalization weights of the countries in industry j .18 

Panel A in Table 7 reports the time-series variances of the “pure” country effects and 
the cumulative sum of the industry effects in the 13 country portfolios, while Panel B reports 
the time-series variances of the pure industry effects and the cumulative sum of country 
effects in the 11 industry portfolios. In both cases, these variances are expressed as a ratio 
relative to the total variances of the excess returns. Their sum is therefore close, but not 
exactly one due to the presence of the extra covariance term in (13) and (15) between the 
industry and country effects. 

Since country volatility does not vary greatly over the two states, to save space 
Table 7 simply presents results separately for the high and low industry volatility state. While 
a number of individual country and sector results are of interest in their own right, looking at 
the overall means, two findings stand out. First, the 3.3 percent figure reported in the upper 
right panel is overall measure of the industry factor contribution in the low industry volatility 
state, which is well within the range previously estimated by Griffins and Karolyi (1998) 
(2 and 4 percent depending on the level of industry disaggregation-see tables 2 and 3 of 
their paper). Turning to the left panel, however, one can see that the same measure yields a 
much higher estimate of the aggregate industry component in the country portfolios 
(22.3 percent on average). Tn both the high and low industry volatility states, the average pure 
country volatility accounts for over 90 percent of the total country volatility-the fact that the 
right-and the left-hand side estimates in Panel A add to 120 percent being due to the higher 
negative covariance between the pure country and the composite industry effect during the 
high industry volatility state. 

Moving to the breakdown of the industry portfolios shown in the bottom panels of 
Table 7, it is clear that the aggregate contribution of country effects to industry portfolios is 
also state sensitive, being much lower (17 percent) in the high industry volatility state than in 
the low industry volatility state where it more than doubles (41 percent). Similarly, the pure 
industry contribution accounts for 91 percent of the total industry portfolio volatility in the 
high industry volatility state but only for 69 percent in the low industry volatility state. These 

l8 These measures are slightly different from those reported in Griffin and Karolyi (1998) in 
that they account for inter-industry covariances (in (13)) and inter-country covariances (in 
(15)). However, the results are not very sensitive to modifying our formulas so that they are 
instead based on sums of variances of individual industry or country effects. 
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results therefore suggest that decomposition results reported in the existing literature vary 
considerably over economic states. 

VI. IMPLICATIONS FOR GLOBAL PORTFOLIO DIVERSIFICATION 

The above decompositions of systematic variance are based on the average country 
and industry variances. As such they are statistical measures that do not represent the payoffs 
from a portfolio investment strategy since they ignore covariances between the returns on the 
underlying country, industry and global equity portfolios. The advantage of such measures is 
that they provide a clear idea of the relative size of the variances of returns on the three 
components (global, industry and country). Investors, however, will be interested in 
economic measures of volatility and risk that represent feasible investment strategies and 
hence account for covariances between returns on the different portfolios involved. 
Moreover, changes in these covariances have potentially very important macroeconomic 
implications. For instance, when such covariances increase, domestic risk becomes less 
diversifiable what in turn tends to raise the equity premia on a variety of portfolios and drive 
up the overall cost of capital for firms. 

The large literature on the links between national stock markets finds that the 
covariance of (excess) returns between national stock indices displays considerable variation 
over time (King, Sentana, and Wadhwani, 1994; Lin, Engle, and Ito, 1994; Longin and 
Solnik, 1995; Karolyi and Stultz, 1996; Bekaert and Harvey, 1997; Bekaert, Harvey, and Ng, 
2003). In this section, we use firm level data and the methodology laid out in the previous 
sections to characterize the behavior of country portfolio covariances. Like King, Sentana, 
and Wadhwani (1994) and others, we let such time variation in country covariances be driven 
by an unobserved latent variable but, unlike those authors, we characterize such variations in 
terms of relatively lengthy historical periods or “states” and allow for differences in industry 
composition across countries to play a role. Likewise, the same approach is used to 
characterize the covariance patterns of the various industry portfolios. The respective 
estimates are presented in section 6.1. Using these estimates, variations in the volatility of 
investment strategies exposed to country- and industry risks are then examined in section 6.2. 

A. Variations in Covariances Across States 

The joint models ((9~( 10)) assume separate state processes for the global return 
factor (which affects all stocks in every period) and for the country or industry returns. Each 
of these state variables can be in the high or low volatility state. The return on a 
geographically diversified portfolio invested in industry j will be at + bjt, while the return on 
an industrially diversified country portfolio is at + ykt. For such portfolios there are thus four 
possible state combinations. For example, for the industry portfolios the four states are: 

high industry volatility, high global volatility (sat = 1; sat = 1) 
high industry volatility, low global volatility (set = 1; sat = 2) 
low industry volatility, high global volatility (sat = 2; sat = 1) 
low industry volatility, low global volatility (sat = 2; sat = 2) 
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The correlation between geographically diversified industry portfolios is likely to 
vary strongly according to the underlying combination of global and industry state variables. 
By construction, the global component is common to all stocks. Thus, when the global return 
variable is in the high volatility state, it will contribute relatively more to variations in the 
returns of such portfolios and correlations will increase. In contrast, when the global return 
component is in the low volatility state, correlations between country or industry portfolios 
will tend to be lower. 

Similarly, when the industry component is in the low volatility state, the relative 
significance of the common global return component is larger so that correlations between 
industry portfolios will be stronger compared to when the industry return process is in the 
high volatility state. Given the very large differences between volatilities in the high and low 
volatility states observed for the global and industry portfolios, these effects are likely to give 
rise to large differences between correlations of geographically diversified industry portfolios 
in the four possible states. 

A complication arises when computing these correlations as they are depend on the 
correlation between the global and industry or country portfolio returns. Terms such as 
Cov(a, , y& I s, , sP ) can be consistently estimated as follows: 

(16) 

To investigate just how different these correlations and volatilities are, Table 8 
presents the estimated covariances and correlations in the four possible states for the 
industrially diversified country portfolios, while Table 9 presents the estimated covariances 
and correlations for the geographically diversified industry portfolios. Variances are 
presented on the diagonals, covariances above the diagonal and correlations below the 
diagonal. 

For the country portfolios, some interesting findings emerge. First, correlations across 
countries vary substantially, even after allowing for cross-country differences in industry 
composition. In particular, correlations are generally higher among the Anglo-Saxon 
countries (notably between Canada, the United States, and the United Kingdom) and lowest 
between the United States and much of continental Europe and Japan, This result is 
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consistent with the evidence of other studies using different methodologies and measures 
(see, e.g., IMF, 2000) and our estimates show that it broadly holds across states.lg Second, 
correlations change markedly across states. Since there is not much difference between the 
variance of country returns in the high and low volatility states, the main driver of the results 
will be whether the global portfolio is in the high or low volatility state. The average 
correlation between the country portfolios is 0.30 in the low global volatility state and 0.56 in 
the high global volatility state. Thus, as other studies using a different methodology have 
found (see e.g. Solnik and Roulet, 2000; Bekaert and Harvey, 1997; Bekaert, Harvey, and 
Ng, 2003) the state process for the global return component clearly makes a big difference to 
the average correlations between the country portfolios - our estimates for mature markets 
indicating that such correlations almost double in the high volatility state. 

Turning to the geographically diversified industry portfolios listed in Table 9, a richer 
picture emerges since the global high and low volatility states are now supplemented by the 
high and low industry volatility states. When the industry process is in the high volatility 
state while the global process is in the low volatility state, the average correlation across 
industry portfolios is only 0.19. This rises to 0.50 when the industry and global processes are 
both in the high volatility state or both are in the low volatility state. Finally, when the 
industry state process is in the low volatility state while the global process is in the high 
volatility state, the average correlation across the geographically diversified industry 
portfolios is 0.8 1 .20 These results show that the average correlations between geographically 
diversified industry portfolios vary substantially according to the state process driving the 
common industry component and the global component, with the non-neglible differences in 
industry factor correlations within each state being especially magnified in the high industry 
volatility state. Finally we note how different the average volatility level is in the high and 
low volatility states. For the country portfolios the variation in volatility is, unsurprisingly, 
somewhat smaller. The mean volatility is 6.4 percent per month in the high global volatility 
state and 5.3 percent in the low volatility state. The mean volatility of the industry portfolios 
is 6.6 percent per month in the high industry-, high global volatility state as compared with 
an average volatility of these portfolios of 3.6 percent in the low industry-, low global 
volatility state. 

Significant economic consequences follow from these results. Generally, it will be 
much more difficult to diversify internationally or across industries when the global volatility 
process is in the high volatility state while the industry (country) process is in the low 

I9 Among continental European countries, a main exception is the Netherlands whose 
country factor volatility is highly correlated with those of the US and the UK. Much of this 
correlation, however, appears to reflect the behavior of one very large company (Shell) and 
the relative thinness of the Dutch country portfolio. 

2o Consistent with other findings in the literature, correlations between the industry portfolios 
are generally higher than the correlations between the country portfolios. 
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volatility state. This suggests that it is beneficial for investors to carefully keep track of the 
underlying state probabilities, particularly since the high persistence in the state probabilities 
implies considerable predictability of future states if the current state is reasonably precisely 
estimated. 

B. Volatility of Portfolios Exposed to Country or Industry Risks 

An alternative economic measure of the country, industry and global factors’ 
contribution to portfolio variance can be derived by considering a simple portfolio 
investment strategy that tilts the industry or country weights in proportion with their market 
capitalization. To set up such a portfolio, we define opt as market capitalization weights for 
the industries and ce, as market capitalization weights for the countries. These are defined 
using beginning-of-month weights. Naturally, the weights sum to one in any given month, 
i.e., o&l = u&l = 1 . 

The conditional variance of a portfolio tilted towards industries in proportion with 
their market capitalization weights can be expressed as: 

(17) 

where zPt = c, x~~, (o~&.t~~~, ) is the expected industry portfolio return averaged across 

states and across industries. 

Similarly, the conditional variance of a portfolio tilted towards countries in proportion 
with their market capitalization weights is: 

where pyI = c, x~, ( @JL~+ ) is the expected country portfolio return averaged across states 

and across countries. 

Figure 6 reports the time-series of these measures of risk. Clearly the industry tilts 
give rise to a much higher volatility when the industry state variable is in the high volatility 
state, i.e. around 1974, 1980, 1987 and again from 1998 onwards. At these points in time the 
volatility of the tilted industry portfolios is between 1 percent and 1.4 percent per month, 
whereas its typical level is much lower around 0.20 percent per month. For the tilted country 
portfolio, the normal volatility is around 0.60, but this rises to a higher level between 
1 percent and 1.4 percent per month in 1978, 1981 and again in 1988. As expected, periods 
with high country volatility do not match up closely with the country states shown in Figure 
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3 since differences in volatility between these are not as pronounced as those found for the 
industry portfolios, c.f. Table 4. 

Overall, these results demonstrate considerable time variation in the volatility of 
portfolios that are exposed to either country or industry risks. As such, they confirm the 
economic importance of accounting for regimes in common country and industry factors. 

VII. CONCLUSION 

This paper has presented a novel two-stage methodology to measuring the relative 
contribution of global, and country and industry specific factors to stock return volatility. In 
the first stage, the Heston and Rouwenhorst (1994, 1995) dummy factor model of 
decomposing stock returns into global, industry, and country-specific factors is used to create 
“pure” industry and “pure” country portfolios based on individual stock return data. Returns 
on these portfolios are then modeled individually or jointly as regime-switching processes in 
the second stage. We estimate the model using a global firm-level dataset spanning over 
three decades, which is more suitable to capture the time-varying nature of stock return 
dynamics than the much shorter firm-level datasets commonly employed in this literature. 
The results show that the proposed methodology not only fits the data better-with standard 
tests of model selection clearly rejecting the linear single regime specification commonly 
used in the literature-but also yields several key findings on the nature of stock return 
volatility. 

First, for most countries and industries, there is very strong evidence of two regimes 
characterized by very different levels of volatility. Both regimes tend to be highly persistent, 
with high volatility states proving to be the least persistent. This inverse relationship between 
volatility and persistence across states is clearly expected and consistent with the findings of 
previous work such as Ang and Bekaert (2002) and Perez-Quiros and Timmermann (2000). 
On average, individual country estimates show that high volatility states have a duration of 
about 16 months, as opposed to 39 months for the low-volatility state, whereas the respective 
estimates for individual industry estimates are 22 and 48 months. 

Second, there is evidence of a significant common dynamic component in the vector 
of country and industry portfolio returns. The common country component is shown to be by 
far the most persistent, possibly reflecting slowly evolving country factors related to 
institutional changes, whereas the lower persistence of the common industry component 
appears to reflect a variety of global shocks that affect industries very differently, such as oil 
price changes since the early 1970s and the boom and bust in information technology more 
recently. Consistent with this hypothesis, the common industry volatility is very different 
across states, being more than twice as high in the high-volatility state. Given these 
distinctive features of each state, the model is able to identify the timing of the various states 
for global, common country, and common industry components over the past thirty years 
showing, in particular, that the post-1997 period has been unique in the juxtaposition of a 
relatively long-lasting high industry and high global volatility state. 
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Third, in allowing for non-linear dynamics and providing evidence of two distinct 
states, our model yields arguably more precise estimates than earlier studies of the 
time-series variation in the contribution of country and industry factors to stock return 
variance. Our estimates indicate that global and industry factors have increased in 
significance relative to the country factors since the late 1990s and that, in the recent state, 
the industry factor accounts for about one-third of total systematic (or non-idiosyncratic) 
variance in stock returns. Over the whole sample 1973-2002, we also show that the industry 
contribution has averaged some 10 percent-a figure that justifies earlier studies’ emphasis 
on the importance of country as compared with industry diversification strategies. 

Last but not least, the paper shows that these results have important implications for 
global risk diversification and portfolio management strategies and that the methodology 
proposed is especially suitable for analyzing the interaction between the dynamics of global, 
country, and industry factors over time. As discussed above, with the estimation of two states 
per factor, eight possible combinations arise and the correlations among country portfolios 
are shown to be strongest in the high global volatility state, and weakest in the low global 
volatility state. So, it is not surprising that in the high global volatility state, such as that 
observed over approximately the past five years, opportunities for global risk diversification 
have been lower, but more significantly so across countries than across sectors. 
Time-variations in the relative volatility and correlations of country, industry, and global 
factors clearly suggest that an optimal investment strategy should attempt to account for 
persistent regimes in these components. 
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Figure 1 .A. Smoothed State Probabilities for Individual Countries 
(High Volatility State) 
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Figure 1.B. Smoothed State Probabilities for Individual Countries 
(High Volatility State) 

1973 1975 1976 1978 1980 1981 1983 1984 1986 1987 1989 1991 1992 1994 1995 1997 1999 2000 2002 

0.00 
1973 1975 1976 1978 1980 1981 1983 1984 1986 1987 1989 1991 1992 1994 1995 1997 1999 2000 2002 

1.00 

0.80 

0.60 

0.40 

0.20 

0.00 
1973 1975 1976 1978 1980 1981 1983 1984 1986 1987 1989 1991 1992 1994 1995 1997 1999 2000 2002 

1973 1975 1976 1978 1980 1981 1983 1984 1986 1987 1989 1991 1992 1994 1995 1997 1999 2000 2002 

0.00 

1973 1975 1976 1978 1980 1981 1983 1984 1986 1987 1989 1991 1992 1994 1995 1997 1999 2000 2002 



-35 - 

Figure 2.A. Smoothed State Probabilities for Individual Industries 
(High Volatility State) 
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Figure 2.B. Smoothed State Probabilities for Individual Industries 
(High Volatility State) 
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Figure 3. Smoothed State Probabilities for Common Components 
(High Volatility State) 

1 .oo 

0.80 

0.60 

0.40 

1 .oo 

0.80 

0.60 

0.40 

0.20 

0.00 

0.00 
1973 1974 1976 1977 1978 1979 1981 1982 1983 1984 1986 1987 1988 1989 1991 1992 1993 1994 1996 1997 1998 1999 2001 2002 

Common Count 

1973 1974 1976 1977 1978 1979 1981 1982 1983 1984 1986 1987 1988 1989 1991 1992 1993 1994 1996 1997 1998 1999 2001 2002 

r 
1.00 - 

0.80 - 

0.60 - 

1973 1974 1976 1977 1978 1979 1981 1982 1983 1984 1986 1987 1988 1989 1991 1992 1993 1994 1996 1997 1998 1999 2001 2002 



- 38 - 



- 39 - 

Figure 5. Decomposition of Systematic Variance into Country, Industry and 
Global Components 
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Figure 6. Volatility from Shifting Industry or Country Weights 
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Table 1: Summary Statistics for the Country, Industry, and World Portfolio Returns 

mean 
A. Country portfolios 

us -0.12 
UK 0.07 
France 0.10 
Germany -0.29 
Italy -0.12 
Japan 0.11 
Canada -0.29 
Australia -0.15 
Belgium -0.22 
Denmark -0.10 
Ireland 0.18 
Netherlands -0.12 
Switzerland -0.28 

Average -0.09 

B. Industry portfolios 

Resources -0.12 
Basic -0.19 
General industry -0.05 
Cyclical durables -0.09 
Non-cycl. durables -0.05 
Cyclical services -0.06 
Non-cycl. Services -0.17 
Utilities -0.28 
Information technology 0.18 
Financials 0.00 
Others -0.51 

Average -0.12 

C. World: 1.71 

s.d. skew kurtosis 

2.77 -0.42 2.48 
5.07 1.81 14.8 
5.25 0.27 1.32 
5.02 -0.09 0.81 
7.28 0.38 1.71 
4.63 0.02 0.58 
3.85 -0.34 0.55 
6.27 -0.25 1.67 
4.65 0.60 1.87 
5.32 0.33 1.33 
6.11 0.55 2.72 
3.31 -0.04 1.02 
4.04 -0.02 0.09 

4.89 0.22 2.38 

3.74 0.03 0.88 
2.52 0.06 3.71 
1.78 -0.40 1.24 
3.24 -0.30 1.22 
2.45 -0.51 4.27 
1.61 0.01 0.68 
3.72 0.88 3.11 
4.07 0.93 6.46 
4.34 0.50 3.01 
2.28 -0.16 4.78 
2.79 0.21 2.62 

2.96 0.11 2.91 

4.34 -0.04 0.79 

Notes: This table reports descriptive statistics for the country, industry and global 
portfolios using the decomposition (2) subject to the constraints (3), (4). Returns 
are measured at the monthly frequency over the period February 1973 - February 2002 
and are based on a data set covering up to 3,95 1 firms in developed stock markets. 
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Table 7. Relative Contribution of “Pure” Country and Industry Factors to the Variance of Stock Returns 

A. Country Portfolios 

us 0.955 

UK 
France 
Germany 
Italy 
Japan 
Canada 
Australia 
Belgium 
Denmark 
Ireland 
Netherlands 
Switzerland 

Average 

B. Industrv Portfolios 

0.825 0.169 1.010 0.020 
1.297 0.114 1.003 0.009 
0.983 0.153 1.023 0.017 
0.988 0.102 1.014 0.014 
0.969 0.112 1.028 0.012 
0.907 0.213 1.020 0.029 
0.956 0.212 0.993 0.039 
1.092 0.300 1.028 0.033 
1.008 0.115 1.033 0.025 
0.922 0.227 1.053 0.026 
0.626 0.471 0.973 0.107 
0.971 0.438 1.033 0.049 

0.974 0.223 1.018 0.033 

Resources 0.920 
Basic 0.928 
General industry 0.621 
Cyclical cons. goods 1.168 
Non-cycl. Cons. goods 0.772 
Cyclical services 0.532 
Non-cycl. Services 1.370 
Utilities 1.345 
Information technology 0.895 
Financials 1.104 
Others 0.349 

High Industry Volatility State 

Pure Country Act. Industry 

Low Industry Volatility State 

Pure Country Act. Industry 

Average 0.910 

0.091 

0.161 0.725 0.453 
0.080 0.721 0.254 
0.101 0.684 0.346 
0.114 0.941 0.309 
0.138 0.435 0.532 
0.182 0.594 0.384 
0.221 0.708 0.410 
0.060 0.894 0.200 
0.059 0.667 0.270 
0.128 0.726 0.409 
0.647 0.511 0.923 

0.172 0.691 0.408 

0.992 0.011 

Notes: Panel A of this table shows the contribution of the “pure” country effect and the cumulated 
industry effect of the excess return (computed relative to the global return) on the individual country 
portfolios, using the decomposition (13) in the paper. Panel B shows the contribution of the “pure” 
industry effect and the cumulated country effect of the excess return (computed relative to the global 
return) on the individual industry portfolios using the decomposition (15) in the paper. The reported 
figures are ratios of the variance of each component to the variance of their sum (including their covariance). 
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