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1. INTRODUCTION 

There are many important empirical issues that the aggregate private savings behavior 
literature attempts to address. The first is the still unresolved question of whether higher 
private savings precede increases in growth in the gross domestic product (GDP) or whether 
higher growth in GDP is triggered by other factors and higher private savings are merely a 
result of higher income levels as well as GDP growth rates. Evidence provided by Carroll 
and Weil(1994) suggests that growth Granger causes savings, and not vice-versa. But given 
the difficulties surrounding the interpretation of Granger causality tests, this evidence still 
accomodates the possibility that while the initial impetus to growth should be sought in other 
factors, the process of (rapid) development may involve a virtuous circle whereby higher 
growth leads to higher domestic savings which in turn through raising domestic capital 
formation leads to even higher growth rates. 

The second key question is whether private savings are affected by fiscal policy variables, in 
particular the public sector fiscal balances and the aggregate level and composition of 
government expenditures. Recent research seems to suggest that aggregate private savings do 
offset movements in public savings, although strict Ricardian equivalence does not hold. The 
focus of the current research has been on identifying the magnitude of this offset and 
evaluating the channels through which such behavior manifests itself at the microeconomic 
level, In this context, openness of economies and access to international markets have also 
been examined to understand how access to foreign savings may influence aggregate private 
savings. 

The third set of issues is related to analyzing the effect of demographic changes and the role 
played by the provision of social insurance. In particular, interest has focussed on how 
changes in the dependency ratio are likely to affect private savings and whether such 
behavior is modified by the presence and design of pension systems and social security. 

Other possible determinants of the savings behavior have also been considered; such as the 
rate of inflation and its variability, changes in the terms of trade, borrowing constraints, the 
depth of the financial system, and macroeconomic and political stability. Whether such 
factors have short-term effects or whether the influences are longer lasting has generally not 
been addressed in the literature. In part this is due to a lack of a theoretical framework for 
analyzing such factors and in part because good empirical proxies for variables such as 
financial depth and political and economic stability are not available. 

Most recent studies have used multi-country panel data to examine the various issues raised 
in the literature about aggregate private savings behavior. An early cross-country study of 
household saving in developing countries was provided by Schmidt-Hebbel, Webb and 
Corsetti (1992). Other prominent examples are Carroll and Weil(1994) mentioned above and 
related recent studies by Attanasio, Picci and Scorcu (1998), Ogaki, Ostry and Reinhart 
(1995), Edwards (1996), Masson, Bayoumi and Samiei (1993, Dayal-Gulati and Thimann 
(1997), and Callen and Thimann (1997). Carroll and Weil(1994) base their analysis on data 
from 64 countries (OECD and developing) over the period 1958-87. They report fixed- 
effects regressions of growth on the savings rates and vice versa using non-overlapping five- 
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year averages. Attanasio, Picci and Scorcu (1998) also focus on the growth-investment- 
saving inter-linkages and estimate country-specific savings/growth rates regressions for a 
panel of 123 industrial and developing countries over the period 1961-94. Ogaki, Ostry and 
Reinhart (1995) on the other hand provide an empirical- examination of the interest-elasticity 
of savings in 13 low-income and middle-income countries over 1968-92. Dayal-Gulati and 
Thimann (1997) consider saving rates across five Asian and nine Latin American countries 
over the period 1975-95, and report separate static fixed-effects regressions (estimated by 
least squares and instrumental variables techniques) for the Asian group and Latin American 
group of countries. Their results show considerable heterogeneity in the parameter estimates 
across the two country groupings. Callen and Thimann (1997) consider the household saving 
behavior across 21 OECD countries over 1975-95, and report static fixed-effects regressions. 
They do not allow for the possibility of slope heterogeneity in their analysis, but attempt to 
take account of error variance heterogeneity and a limited degree of dynamics in some of 
their specifications. 

The studies by Edwards (1996) and Masson, Bayoumi and Samiei (1995, 1998) consider a 
wider class of variables in their analysis of saving behavior. Edwards (1996) uses a 36 
country data set (of which eleven are industrialized countries) over the period 1970-92, while 
Masson, Bayoumi and Samiei (hereafter MBS) examine the determinants of the private 
savings rate using time series observations on 21 OECD countries over 1971-93, and 40 
developing countries over 1982-93. Both of these papers build on the extensive theoretical 
and empirical literature that exists on savings and consumption bevavior. The study by MBS 
focuses on six possible determinants of private savings: fiscal variables (general government 
budget surplus), demographics (the dependency ratio measured as the ratio of the population 
that is under 20 and 65 and over to that aged between 20-64 years), GDP growth and level of 
GDP per capita relative to U.S.\GDP, the interest rate, the inflation rate and changes in the 
terms of trade. It reports separate static panel regressions for their sample of industrial and 
developing countries. Based on the panel regressions and a number of associated cross- 
section regressions, MBS then conclude that general government surplus, the dependency 
ratio, GDP growth, and the relative per capita GDP have significant effects on the private 
savings rate, although with differing degrees of precision. The evidence on the effects of the 
interest rate and the level of inflation on the savings rate is much weaker and depends on the 
sample of countries under consideration. 

The modelling strategy in these and other cross-country studies of savings rates has generally 
relied on pooled OLS or static fixed-effects regressions. Little attempt has been made to 
introduce dynamics, differentiate short-run and long-run parameters or examine the extent to 
which the diversity in institutional structures across countries can be taken into account while 
assessing the behavior of aggregate private savings.2 Clearly, saving and wealth 

2 The studies by Carroll and Weil(1994) and Attanasio, Picci and Scorcu (1998) do allow for 
dynamics but focus on growth-saving linkages and do not consider the effect of other 
possible variables such as the dependency ratio, fiscal policy variables, inflation and other 
variables considered in the studies by Edwards (1996) and Masson, Bayoumi and Samiei 
(1995, 1998). 
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accumulation is a dynamic process and static specifications are unlikely to capture essential 
features of such processes. Also, cross-country parameter homogeneity restrictions are, at 
best, likely to hold for long-run parameters with the short-run responses differing across 
countries. Moreover, while economic theory provides some guidance on long-run parameters 
it is typically silent on short-run dynamics and the exact nature of the adjustment processes. 
And most importantly, unless the heterogeneity across countries in short-run responses is 
taken into account (and allowed for to the extent permitted by the data), the estimation of 
parameters of interest can be contaminated, vitiating the conclusions drawn about the 
importance of various factors in determining aggregate private savings. 

The papers mentioned above clearly address an important issue of special concern to policy 
makers and academics alike. They attempt to isolate the key determinants of the saving rates 
across a large number of industrialized and developing countries. However, the econometric 
implementation generally relies on fixed-effects estimation of static panel data models, this 
raises the question of robustness of their results to the neglected dynamics and the possible 
heterogeneity across countries of short-run and long-run effects of the various likely 
determinants of the private savings rate. In this paper we examine the robustness of the 
conclusions to these two sources of misspecification using the MBS data. 

Initially, we consider the consequences of allowing for slope heterogeneity, but continue to 
use the static specification of the savings rate equations used in the literature.3 We examine 
the importance of slope heterogeneity using two different methods: (i) we explicitly model 
the cross-sectional variations of the slope coefficients in terms of country-specific wealth- 
GDP ratios and income per capita and estimate augmented fixed-effects regressions. We 
show that once slope heterogeneity is taken into account the quadratic relationship between 
private savings and income found in MBS (1998) is no longer statistically significant. The 
theoretical reasons behind this result are discussed in some detail, with the relevant 
derivations relegated to an appendix; (ii) our second approach to the slope heterogeneity 
problem follows Pesaran and Smith (1995) and compares the average estimates of the slope 
coefficients from individual country regressions (referred to as the “mean group estimates”) 
to those obtained using the fixed-effects procedure. We also consider different groupings of 
the coefficient estimates according to whether they are positive or negative and whether they 
are statistically significant, thus providing a simple and effective way of reporting the extent 
of the heterogeneity that seems to exist in the underlying parameters. 

We then allow for dynamics in individual savings rate equations, and consider two types of 
estimators: the mean group estimator of the long-run coefficients, and a new pooled estimator 
that allows for short-run heterogeneity whilst restricting the long-run coefficients to be the 
same across groups (see Pesaran, Shin and Smith, 1999). As shown in Pesaran and Smith 
(1995) and Pesaran, Smith and Im (1996), in the presence of dynamics and slope 
heterogeneity the use of standard panel techniques, such as the fixed-effects estimator or the 

3However, even the “static” models implicitly involve some dynamics through the wealth 
variable included in many specifications. 
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Anderson-Hsiao estimator, leads to inconsistent estimates and potentially misleading 
inferences even for large N and T panels. In contrast, the mean group and the pooled 
estimators of the long-run coefficients (the latter under the assumed homogeneity of the long- 
run parameters) are consistent when both N (the number of countries) and T (the number of 
time periods) are reasonably large, Our results show that only the effects of the ratio of 
general government budget surplus to GDP, and the ratio of general government current 
expenditure to GDP are reasonably robust to the presence of slope heterogeneity and yield 
plausible estimates for the off-setting effects of government budget surpluses and 
government consumption expenditures on private savings across the OECD countries. 

The plan of the paper is as follows: Section II sets up the econometric framework used in 
cross-country savings studies and reviews the theoretical literature on slope heterogeneity 
both in static and dynamic panel data models. Section III provides a detailed empirical 
examination of the private savings equation analyzed by MBS (1995, 1998). Section IV 
presents a summary of the main results, discusses their economic interpretation and their 
relevance for policy. 

II. CROSS-COWTRY SAVINGS REGRESSIONS: NEGLECTED HETEROGENEITY 

Almost all cross-country studies of savings behavior in the literature make use of linear 
reduced form models where the savings rate (private or national) is explained in terms of a 
number of factors such as GDP growth, the real interest rate, inflation, wealth effects, fiscal 
indicators and demographic variables. In its most general form such a country-specific 
savings equation can be written as: 

& (L) sjt = Pi + i Pij CL> x$ + 'it ) 

j=l 

= pi +&(L)x, +q, 

(1) 

where sit is the savings rate of country i = 1, 2, . .., N during period t = 1,2, . . ., T, Xit = (xa, 
XiZt, . . . . xikf)’ is a k x 1 vector of factors deemed to be important in the determination of the 
savings rate in country i. The parameters pi represent the fixed-effects, and hi(Z) and pi(L) are 
the distributed lag functions of ordersp and qi defined by 

ai (L) = I- /z,,L - Ai,L2 - . . . - 2, Lfi , (2) 

Pi(L) = pi, + pi, L + . . . + p, L9’ ) (3) 
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where /k = (pi1 s, /ha . . . , fikJ’. Finally, Gir, the disturbance term for country i, is intended to 
capture the effect of a multitude of (remaining) unobserved effects on the saving rate. These 
disturbances are assumed to be distributed independently (both over time and across 
countries) with a zero mean and a constant variance, CJ,? . They are also usually assumed to 
be distributed independently of the regressors, xit. 

For each country (1) represents an autoregressive distributed lag model of order @, 41, 42, . . . . 
qd, or simply AmL (p1 41, 42, . . . . q&. All the cross-country studies of savings rates are 
special cases of this ARDL model. Edwards (1996) distinguishes between private and public 
savings, and applies a static version of (1) to a panel of 36 countries. For the private savings 
rate he uses pooled OLS which assumes that all the coeffkients (slopes as well as the 
intercepts) are homogenous across countries. For the public savings rate equation he allows 
for heterogenous intercepts but continues to assume slope homogeneity. In one set of 
regressions Edwards includes Latin American dummy variables for each regressor in the 
panel; thus allowing for a limited degree of parameter heterogeneity. Such dummy variable 
regressions still impose error variance homogeneity across all the countries in the sample as 
well as parameter homogeneity within the two country groupings. MBS (1995, 1998) also 
use a homogenous static version of (1) in their analysis of private saving rates. They consider 
two separate country groups, one consisting of 21 OECD economies and the other 40 
developing economies. The latter is then grouped into high, middle and low income 
countries. Therefore, they allow for the parameters to differ between the country groupings, 
but not across the countries within a given group. For each country group they only allow for 
fixed-effects and assume that all the slope coeffkients and error variances are the same 
across countries. MBS (1998) also experiment with a limited dynamic specification where 
(implicitly) a common factor restriction is imposed on the distributed lag functions Ai and 
b(L). In particular they impose (without testing) the restrictions: 

;lj (L) = 1 - izL, and p, (L) = pi,, (1 - W), (4) 

for all i and j. 

In an attempt to address the possible simultaneity problem, many of these cross-country 
regression studies also provide instrumental variable (IV) estimates using lagged values of 
the regressors as instruments. Such a procedure is valid in the case of static models. But in 
the case of the saving process where the dynamics of adjustments can play an important role 
the application of the IV procedure is problematic as any lagged value that is used as an 
instrument could itself potentially be an important factor in explaining the short-run 
dynamics of the saving process. This difficulty with the IV technique is related to the 
problem of identification and of restrictions in macroeconometric specifications, a problem 
that was considered in Sims (1980).4 

4Edwards (1996) and MBS (1995), for example, estimate their panel data model by 
instrumental variable (IV) techniques, using lagged values of the regressors as instruments. 
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The extent to which the results based on cross-country savings regressions are robust to 
neglected slope heterogeneity depends on (i) whether there are any systematic relationships 
between the slope coefficients and the regressors, (ii) the importance of the dynamics in the 
saving process, and (iii) the degree of slope heterogeneity itself The overall outcome can 
only be judged in an empirical context by comparing the fixed-effects estimators reported in 
the literature with those estimators that allow for slope heterogeneity and dynamics. But 
before proceeding with the empirical analysis it is instructive to examine, at a theoretical 
level, the consequences of neglected slope heterogeneity on the fixed-effects estimators in 
the context of simple models. 

A. Neglected Heterogeneity in Static Models 

Consider the following static fixed-effects panel data model: 

where /3 is the vector of unknown slope coefficients assumed to be the same across all the 
countries in the panel, and uit are unobserved random shocks assumed to be distributed 
independently (both over time and across countries) and identically with a zero mean and a 
constant variance, 02. It is also usually assumed that the errors, uit, and the regressors, xit, are 
independently distributed. The only source of heterogeneity allowed for in this framework 
are the fixed-effects, ,Ui. 

The slope and error variance homogeneity assumption that underlie the fixed-effects 
formulation may be a reasonable first-order approximation for analysis of household or firm 
behavior in a given locality or region, but it is less likely to hold across countries that are at 
different stages of their economic development with different institutions, customs or social 
norms. This is particularly true of the short run effects since institutional constraints are 
likely to be more binding in the short-run and hence can cause the private savings rate across 
countries to respond differently to its various determinants such as output growth, the real 
interest rate, inflation, and fiscal deficits. 

The consequences of neglecting slope heterogeneity can be quite serious, particularly when 
the slopes vary systematically across countries. To see this consider the following simple 
static panel data model with cross-sectionally varying slopes and intercepts: 

Yit = Pi + Pi’it + *it (6) 
For ease of exposition we confine our attention to a model with a single time-varying 
regressor and continue to maintain the error variance homogeneity assumption. The 
coefficients, fi, are allowed to vary freely across countries but are otherwise assumed to be 
fixed (over time). It proves useful to decompose fi into a common component, p, and a 
remainder, qj, that varies across countries: 
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Pi =P+l?i (7) 

The nature of the slope heterogeneity can now be characterized in terms of the properties of 
q. In the panel literature, following the work of Swamy (1970), it is often assumed that vi are 
identically independently distributed (i.i.d.) as well as distributed independently of xit and Uit 
for all i and t, with a zero mean and a constant variance, a,” . This specification is known as 
the random coefficients model (RCM) discussed extensively by Hsiao (1986, Ch. 6). The 
RCM only allows for a minimal degree of slope heterogeneity. For example, it rules out 
systematic relationships between ,L$ and the sample means or variances of the xitprocess. To 
cover such possibilities we shall also consider the case where the pi’s are treated as fixed; in 
exactly the same way that the intercepts, pi, are treated in the fixed-effects model, (5). 

Consider an investigator that ignores the heterogeneity of the slope coefficients in (6) and 
instead estimates the following augmented homogenous slope model: 

yit = ai + &Xif + szz, + vit (8) 

where zit is an additional regressor spuriously thought to be important by the investigator. For 
expositional simplicity we assume that for each i, wit = (q zit)’ is covariance stationary with 
the variance-covariance matrix 

(9) 

It is now easily established that the fixed-effects (FE) estimator of the slope coefficient, 
6 = (8,, a,)‘, is generally inconsistent. The inconsistency of the FE estimator in this set-up is 
derived in the appendix. Denoting the FE estimator of 6 by s^ FE, we have 

Plim ($, FE - p) = 
N,T +m ’ 

Plim (ci,,,) = E(“jn)Cov(ojxz,pi -P)-E(o,)Cov(otiTPi -P) 
N,T +m (11) 

where’ 

5 In the case where the slopes are randomly distributed across i, the limits in the definitions of 
COV (aim, fi - P, and COV (ain, pi- P, need to be replaced by probability limits. 
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, 

The above results have a number of interesting implications: 

1. The fixed-effects estimator of 6, is robust to slope heterogeneity if the incorrectly 
included regressors, zit, are on average orthogonal to xit, namely when E (wjXZ) = 0. 
However, in the presence of slope heterogeneity the fixed-effects estimator of 8, 
continues to be inconsistent even if zit and xjt are on average orthogonal. The direction 
of the asymptotic bias of jX,FE depends on the sign of Cov (@in, fi - p). The bias of 

&FE is positive when Cov (We, pi - p) > 0 and vice versa.6 

2. The fixed-effects estimators, $X,FE and in,FE are both consistent if 

cov(w,,pi - p> = c0v(co,,p, -p) = 0. (12) 

Clearly, these condit ions are met under slope homogeneity.  In the present application 
where the regressors are assumed to be strictly exogenous,  the fixed-effects 
estimators converge to their true values under the RCM where the slope coefftcients 
and the regressors are assumed to be independently distributed.7 Notice, however, that 
since the pi’s are assumed to be fixed over time, then any systematic dependence of vi 
on wit over time  is already ruled out under model  (6). The random coefficients 
assumption imposes further restrictions on the joint distribution of r,+ and the cross- 
sectional distribution of wit. This result provides a  straightforward extension of the 
m isspecifkation results already familiar from the regression analysis of single series 

6Notice that E(w,,E(wZZ) - (E(o,))~ > 0, un ess of course xit and zjt are perfectly collinear 1  
for all i, which we rule out. See Assumption A.3 in the appendix. 
7See, for example, Swamy (1970) and Hsiao (1986, Ch. 6). 
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(i.e., when N= l), and which forms the basis of the “general-to-specific” 
methodology advocated by David Hendry.’ 

3. In general, where E( ~)ixz) + 0 and Cov(oi~,fi - p) f 0 and/or Cov( pi,, pi- p) # 0, the n 
fixed-effects estimators, S, FE and jZm are both inconsistent. Therefore, if the slope 
coefficients are fixed but vary systematically across the groups, the application of the 
general-to-specific methodology to standard panel data models can lead to misleading 
results (spurious inference). An important example is provided by the case when 
attempts are made to check for the presence of nonlinearities by testing the 
significance of quadratic terms in static panel data models using fixed-effects 
estimators. In the context of our simple specification this would involve setting 
Zit = X. i, and a test of the significance of zit in (8) will yield sensible results only if the 
conditions defined by (12) are met. In general, it is possible to falsely reject the 
linearity hypothesis when there are systematic relations between the slope coefficients 
and the cross-sectional distribution of the regressors. Therefore, results from 
nonlinearity tests in panel data models should be interpreted with care. The linearity 
hypothesis may be rejected not because of the existence of a genuine nonlinear 
relationship between y, and xit, but due to slope heterogeneity. Finally, it is worth 
noting that since the pi’s are fixed for each i, the nonlinear specification 

yil = a, + SxXi, +6,X; + Vit, ( 13) 

can not be reconciled with (12) unless it is assumed that /?j varies proportionately 
with xit. Clearly, it is possible to allow the slopes, pi, to vary systematically with some 
aspect of the cross-sectional distribution of xit without requiring pj to be proportional 
to Xit, and hence time-varying. For example, it could be that 

pj = Yo +YFi, (14) 

where Xi = T-’ CT:=, X, . This specification retains the linearity of (12) for each i, but 

can still yield a statistically significant effect for xl; in (13) if slope heterogeneity is 
ignored and fixed-effects estimates of (13) are used in inference. This feature of 
fixed-effects regressions under heterogeneous slopes is illustrated in Figure 1. The 
figure shows scatter points and associated regression lines for three countries with 
slopes that differ systematically with X, . It is clear that the pooled regression based 
on the scatter points from all the three countries will exhibit strong nonlinearities, 
although the country-specific regressions are linear. For an empirical illustration of 
this see Section 1II.A below. 

* See, for example, Hendry (1993, Ch’s. 6 and 19), and Gilbert (1986). 
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Figure 1. Fixed-Effects Regression Under Heterogeneous Slopes 

country 2 
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B. Neglected Heterogeneity in Dynamic Models 

The neglect of slope heterogeneity is yet more serious in dynamic panel data models. As 
shown in Pesaran and Smith (1995) it generates a correlation between the regressors and the 
error term as well as serial correlation in the disturbances, and hence introduces a bias in the 
fixed-effects estimator, even for sufficiently large T and N. Also, unlike the static case, the 
inconsistency of the fixed-effects estimators does not disappear even if we assume that the 
slope coefficients are distributed independently of the exogenous regressors and the 
disturbances. To get some idea of the size and the direction of the asymptotic bias of the 
fixed-effects estimators, suppose that the yit)s are generated according to the following simple 
dynamic version of (6): 

y, = pi + jli~~,~-, + Pixit + ui,, ui, - iid 0, ozy ( > i = 1, 2, . . . . N; t=l,2 ,..., T. ( 15) 

To simplify the exposition in what follows we assume that 3Lj = 3L, and focus on the fixed- 
effects estimators of 3L and p (denoted by i, and p,) in 

yii = Pi + ‘Yi,*-I +P’it + ‘it, ( 16) 

where 

vi, = vi xi, + ?A,. ( 17) 

We also assume that the vi’s are distributed independently of xjr and uit for all i and t, and that 
they have a zero mean and a constant variance, 0:. It is now easily seen that the fixed- 
effects estimator of 3L and /? in (16) will be inconsistent even if both T and N are allowed to 
increase without bounds. The inconsistency of the fixed-effects estimators is due to the non- 
zero correlation between vit and y,,l, and the fact that vit’s are serially correlated, unless xir is 
serially uncorrelated. Assuming the dynamic processes (16) are stable (namely, 1 R I< 1 ), and 
have been in operation for a sufficiently long time we can obtain 

cov(vit P Yi,t-l > = E([(vjl - ‘j >(Yj,j-1 - Vi,-, )I = O-7; 2 “Yx (j + ‘1, 
j=O 

where vi = T-’ CT=, vit , Jj,-, = T-’ CT=, yi,*-, , and y.(j) is thej-th order autocovariance 
function of the xit process. In this simple example cov(vi, , y,,,-, ) = 0 only ifxjr is a serially 
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uncorrelated process, which is very unlikely in the case of most economic time series.g The 
aymptotic bias of the fixed-effects estimators of 3L and /? are derived in Pesaran and Smith 
(1995). In the case where xit follows a first-order autoregressive process 

x, = Ki (1 - p) + PX~,~-~ + &, , cjr - iid@, r:), 
they show that 

$zm i, = h+ p(l- hp)(l- X2)13; 
> Y ’ 

and 

where & and bFE denote the fixed-effects estimators of il and ,0 in (16) and 

Y =(02/22)(1-p2)(1-hp)2 +(l-h2p2)o; +(l-p2)P2 >o. 

The size of the asymptotic bias depends on p, ;1, p, oi, and the means of 02 and zZ?, 

denoted by o2 and r2. It is easy to check that jFE always underestimates p , whereas 

& over- or under-estimates iz depending on whether p is positive or negative, 
respectively. 

Pesaran and Smith also show that in the general case where both ;Zi and pi are allowed to 
vary across i, it is not possible to obtain consistent estimates of 1 = E&J and /? = E(pi) by 
the application of the traditional instrumental variables or the Generalized Method of 
Moments (GMM) estimators proposed, for example, by Anderson and Hsiao (1981, 1982), 
Arellano (1989) Arellano and Bover (1995) Keane and Runkle (1992) and Ahn and Schmidt 
(1995), to a first-differenced form of (16). Instead, they propose the mean group (MG) 
estimator, obtained by estimating the coefficients of each cross-sectional unit separately by 
the ordinary least squares (OLS) and then by taking an arithmetic average of them. The MG 
estimators of A and /3 (which we denote by &G and /ijrMG ) are given by 

’ In the more general case where the coefficients of the lagged dependent variables, 3Li, also 
vary across groups Cov(v, , y+ ) f 0 even if the regressors, xi, are serially uncorrelated. For 
further details see Pesaran and Smith (1995). 
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where ii and pi are the OLS estimates from individual group (country) regressions. The 
variance-covariance matrix of the MG estimators can then be consistently estimated by 

Cov($ 

MG N(N-1) ’ (19) 

where $ MG = (lMG ,j,,) .l” MG estimation is possible when both T and N are sufficiently 
large, and is applicable irrespective of whether the slope coefficients are random (in Swamy’s 
sense) or fixed in the sense that the diversity in the slope coefficients across countries can not 
be captured by means of a finite parameter probability distribution.” When the slopes differ 
randomly across countries the Swamy estimator (also known as the “empirical Bayes” 
estimator) computed as weighted averages of ij and pi, or the Bayes estimator proposed by 
Hsiao, Pesaran and Tahmiscioglu (1999) can be used. It is shown that all the three estimators; 
namely the mean group, the Swamy and the Bayes estimators are asymptotically equivalent 
and have a standard asymptotic normal distribution for large N and large T so long as 
fiIT+O,asbothNandT -03. 

Although the MG and the Bayes estimators provide an asymptotically valid distribution 
theory for making inferences about the average of the slope coefficients, nevertheless they do 
not take account of the fact that certain parameters may be the same across groups. The 
traditional pooled estimators, such as the fixed- and random-effects estimators, stand at the 
other extreme and (with the possible exception of intercepts) assume that the coefficients and 
error variances are the same across the groups. An intermediate estimator which allows the 
intercepts, short-run coefficients and error variances to differ across groups, but imposes the 
equality of one or more of the long-run coefficients across the groups has been recently 
proposed by Pesaran, Shin and Smith (1999). This estimator is called the Pooled Mean Group 
(PMG) estimator because it involves both pooling and averaging. Such an intermediate 
estimation technique is particularly relevant to the cross-country analysis of consumption 
functions where it is reasonable to assume that aggregate consumption responds very 
similarly across countries to aggregate disposable income in the long-run, although due to 
historical and institutional reasons it may not be plausible to assume that aggregate 
consumption in all countries will adjust similarly and with the same speed to short term 
changes in income. 

“For further details see, for example, Im, Pesaran and Smith (1996). 

“In situations where N is small and T is large, the Seemingly Unrelated Regression 
Estimation (SURE) procedure due to Zellner (1962) can be used. In the cross-country savings 
literature N is often quite large which precludes the use of the SURE procedure. For example, 
the full data set used by MBS (1995) covers 61 countries. 
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III. EMPIRICALEVIDENCE 

In this section we examine the empirical evidence on the determinants of cross country 
private savings rates using the data from MBS (1995, 1998). We have chosen to focus on this 
particular study because of the relatively comprehensive list of variables that it considers, and 
also because it arrives at a number of policy conclusions whose robustness to neglected slope 
heterogeneity and dynamics are worth checking. As noted earlier, MBS divide their sample 
into an industrial country group and a developing country group. They present estimates 
obtained for all the 61 countries taken together as well as those from separate analyses of the 
two country groups. Homogeneity of the slope coefftcients across the two country groupings 
is strongly rejected possibly also due to important differences between the two groups in 
terms of data definitions and data reliability. The data for the two groups also cover different 
time periods. Available time series for the developing countries are substantially shorter than 
for the industrial countries. Since our primary purpose here is to illustrate the importance of 
dynamics and slope heterogeneity in cross-country analysis of savings behaviour we confine 
our analysis to the industrial countries where conceivably slope heterogeneity could be less 
of an issue. For the industrial countries MBS run fixed-effects regressions of 

PSAV : 

SUR : 

GCUR : 

GI : 

GR : 

RINT : 

INF : 

PCTT : 

YRUS : 

DEP : 

w : 

the private savings rate, defined as the ratio of aggregate private savings to 
GDP, 

the ratio of general government budget surplus to GDP, 

the ratio of the general government current expenditure to GDP, 

the ratio of the general government investment to GDP, 

GDP growth rate, 

real interest rate, 

inflation rate, 

percentage change in terms of trade, 

per capita GDP relative to the U.S., 

dependency ratio, defined as the ratio of those under 20 and 65 and over to 
those aged 20-64, 

ratio of private wealth (measured as the cumulative sum of past nominal 
private savings) to GDP. 

The fixed-effects estimates including all the 10 regressors are reported in the first column of 
Table 2 in MBS (1995). This table also reports least squares and IV estimates for a restricted 
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version of their general model where the regressors GR and Ware dropped from the model 
and the coefficients of GCUR and GI are imposed to be the same. In a more recent version of 
their paper, MBS (1998) report estimates for a slightly more general regression model that 
also includes the square of the relative income variable-(see Table 3 in MBS, 1998). They 
argue that the effect of the income variable on the savings rate is likely to be nonlinear; being 
positive at low levels of income and then becoming negative at higher income levels. 
Presumably, similar arguments can also be made with respect to some of the other variables, 
notably the wealth variable; but such possibilities are not pursued by MBS. Fixed-effects 
estimates corrected for residual serial correlation, using Cochrane-Orcutt type procedures, are 
also reported “in order to avoid biasing estimates of standard errors”, in the belief that the 
regression model being estimated is static and does not contain lagged dependent variables: 
However, their specification implicitly does contain lagged dependent variables through the 
wealth variable. Hence, evidence of significant residual serial correlation can be a problem, 
and as we suggest below, a likely symptom of dynamic misspecification and neglected slope 
heterogeneity. l2 

A. Slope Heterogeneity in “Static” Cross-Country Savings Regressions 

For convenience we begin our investigation by reproducing the MBS’s (1998) fixed-effects 
regression for the industrial countries in Table 1. We refer to this specification as model MO. 
The estimates under “model MO” in Table 1 are identical to those reported in column 1 of 
Table 3 in MBS (1998). Apart from the coefficient of the GDP growth rate (GR), all the 
estimated coefficients are statistically (some very highly) significant, and in particular 
suggest a strong quadratic relationship between saving and per capita income. However, as 
pointed out earlier, the validity of these estimates and the inferences based on them critically 
depend on the extent to which slope coefficients differ across countries, and in the case of 
static models whether these differences are systematic. Whether on balance it is reasonable to 
ignore slope heterogeneity clearly depends on the particular application under consideration, 
and it is therefore important that the robustness of the fixed-effects estimates to slope 
heterogeneity is checked, as far as possible, on a case-by-case basis. 

As it was shown in Section 1I.A one important implication of neglected slope heterogeneity 
is the possibility of obtaining spurious nonlinear effects. We explored this possibility by 
adding quadratic terms in W, INF, PCTT, and DEP to the regressors already included in 
model MO. While there may be some apriori argument for a nonlinear wealth effect in the 
savings equation, the rationale for nonlinear effects in the case of the other three variables 
seems less clear. Nevertheless, as can be seen from the estimates reported under “model Ml” 
in Table 1, all these quadratic terms are statistically highly significant. The quadratic 
relationships between the private savings rate and the variables W, PCTT, and DEP are in 
fact much stronger than the quadratic relationship between savings and per capita income 

121n general, the Cochrane-Orcutt type corrections do not adequately deal with dynamic 
misspecification. See Hendry (1993, Ch. 7) and the discussion in Section II on testing for 
common factor restrictions. 
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Table 1. Fixed-Effects Estimates of “Static” Private Saving Equations 
(21 OECD Countries, 1971-l 993) 

Regressors 

SUR 

GCUR 

GI 

GR 

RINT 

W 

INF 

PCTT 

YRUS 

DEP 

Model MO 
Linear Quadratic 
Terms Terms 

-0.574 - (-9.39) 
-0.467 

(-11.30) 
-0.603 
(-5.71) 
-0.060 
(-1.14) 
0.212 
(4.40) 
0.023 
(5.11) 
0.180 
(4.63) 
0.047 
(3.07) 
0.586 -0.0048 
(3.41) (-3.90) 
-0.118 
(-4.12) 

Model Ml 
Linear Quadratic 
Terms Terms 

-0.581 
(-10.30) 
-0.521 

(-13.39) 
-0.701 
(-6.92) 
-0.065 
(-1.33) 
0.281 
(5.90) 
0.175 
(8.38) 
-0.041 
(-0.53) 
0.063 
(4.11) 
0.286 
(1.70) 
-1.201 
(-5.25) 

-0.00025 
(-7.69) 
0.011 
(3.29) 

-0.0013 
(-2.81) 
-0.0026 
(-2.15) 
0.0073 
(4.85) 

R -2 0.766 0.801 

6 2.325 2.145 

LL -1076.4 -1035.3 

AK -1108.4 -1071.3 

SBC -1165.3 -1146.5 

*The dependent variable (PSAV) is the ratio of private savings to GDP. Model MO is the 
specification estimated by Masson et al. (1998)--see column 1 of Table 3 in that paper. The 
figures in brackets are t-ratios. z is the adjusted multiple correlation coefficient, G  is the 
standard error of the regression; LL is the maximized value of the log-likelihood function; AIC 
is the Akaike information criterion, and SBC is the Schwarz Bayesian criterion. 
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that MBS focus on. The R2 of the augmented model, 0.801, is also appreciably larger than 
that obtained for model MO, 0.766. A similar conclusion is reached using other model 
selection criteria such as the Akaike Information Criterion (AX) and the Schwarz Bayesian 
Criterion (SBC) also reported in Table 1. 

As an alternative to the quadratic specifications used in model Mr, we investigated the 
possibility that the slope coefficients in each country are@edover time, but are allowed to 
vary across countries linearly with the sample means of their wealth to GDP ratio or their 
income per capita. More specifically, denote the vector of slope coefficients for country i by 
,&, and define 

and YRUS, = T-’ i YRUS, . t=1 
Then, slope heterogeneity in the present application could be modelled by: 

Substituting the above expression for fli in equation (5) we have13 

Yit = /Yi + PiXit + pi, (‘jtF) + Pi2 (‘jtYRUSi) + ‘it) (21) 

where yit = RS’ 6, and 

Xit = (SU& > GCU&t, Grit y G&t, mN&, Wit, INFit, PCTT, , YRUS,, , DEC, )‘. 

Initially, the elements of (p0, /&I, p0 2 were estimated without any constraints and it was ) 
found that in the case of almost all the regressors, F was by far a better proxy than YRUSi 
for capturing slope heterogeneity. The exception was the coefficient of the real interest rate 
variable, RLNT. The unrestricted estimates of ,&, &,and pOz, together with their t-ratios are 
given in Table 2. Apart from the coefficient of the SUR variable, all the other coefficients 
show systematic variation across countries. The coefficient of the SUR variable seems to be 
least affected by slope heterogeneity, and the hypothesis of slope homogeneity can not be 
rejected in the case of this variable. However, none of the other estimates are directly 

r31t is also reasonable to expect that in addition to the systematic effects characterized 
through the dependence of pi on K and YRUS, , the slope coefficients also differ randomly 
across i. Such a formulation, however, moves us towards the mean group or weighted mean 
group estimation procedures discussed in Section IIB, which we shall consider later in this 
section. 
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Table 2. Fixed-Effects Estimates of Private Savings Equations 
With Cross-Sectionally Varying Slopes (Model M2) 

(21 OECD Countries, 19 71-l 993) 

Regressors 
tXif) 

,. 
BO 41 PO2 

SUR 

GCUR 

GI 

GR 

RINT 

W 

INF 

PCTT 

YRUS 

DEP 

-0.625 
(-12.10) 
-1.146 
(-6.91) 
-1.891 
(-2.44) 
-0.744 
(-2.69) 
0.417 
(4.36) 
0.119 
(5.28) 
-0.860 
(-5.29) 
-0.214 
(-1.88) 
1.435 
(6.3 1) 
0.502 
(2.54) 

0.0022 
(4.26) 
0.0039 
(1.60) 
0.0023 
(2.71) 

-0.0052 
(-3.53) 

-0.00033 
(-4.70) 
0.003 1 
(6.29) 

0.00083 
(2.30) 

-0.0046 
(-6.72) 
-0.0021 
(-3.39) 

R -2 0.838 

6 1.934 
LL -982.9 
AIC -1022.9 

SBC -1106.5 

l See the notes to table 1. The model estimated is - - 
PSAVit = ,u~ + flbxit + pb, (W, xit) + pb2 (YRUS i xit) + uit, where K and YRUSi arethe 

country-specific means of wealth-GDP ratio and the relative income per capita variable. 
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comparable to the fixed-effects estimates given in Table 1. In particular, the coefficients of 
output growth variables (GRit and GRit * F) are both statistically significant, while this was 
not so in the case of the fixed-effects estimates in Table 1. Care must also be exercised when 
interpreting these estimates. For example, the results suggest that the effect of real output 
growth on the savings rate is likely to be higher in a country with a\ high wealth-GDP ratio. 
Similarly, inflation effects on the savings rate are estimated to be higher in countries with 
higher wealth to GDP ratios. However, these results do not predict, for instance, that an 
individual country’s savings rate will necessarily rise with output growth. Table 3 gives the 
country-specific estimates together with their cross-sectional averages. Except for the 
coefficient of the SUR variable all the other estimates show considerable variation across 
countries. The coefficient of the output growth rate, for example, ranges fi-om -0.211 (for 
Greece) to 0.172 (for Portugal). The effect of inflation on savings varies across countries 
even more widely; ranging from -0.142 to 0.374. The same also applies to the relative 
income variable, YRUS. Only the coefficients of the government expenditure variables, 
GCUR and GI , do not change sign and remain negative across all the 21 countries. 

The country-specific estimates in Table 3 are obtained on the assumption that the slope 
coefficients across countries are exact linear functions of F and/or YRUSi . The underlying 

fixed-effects regression in Table 2 also assumes that the error variances, Var(u, ) = of, are 
the same across countries. Clearly, these are rather restrictive assumptions, and the 
consequences of incorrectly imposing them on the parameters of interest need to be 
examined. Under the alternative assumption of unrestricted slope and error variance 
heterogeneity country-specific estimates can be obtained from individual country regressions. 
Mean group (MG) estimates computed as simple averages of country-specific estimates from 
country specific regressions can then be used to make inferences about E(P,) = p along the 
lines reviewed in Section 1I.B. 

We first estimated the basic MBS specification containing the relative income variable YRUS 
and its square (YRUS)2 for 20 out of the 21 OECD economies in the panel. We had to 
exclude the U.S. equation from this analysis since its parameters are not identified.14 The 
quadratic terms YRUS: were statistically significant only in the case of four countries: 
Austria, Belgium, Ireland, and Norway. In view of this and bearing in mind that the statistical 
significance of the nonlinear effects in fixed-effects regressions could be spurious, possibly 
reflecting systematic slope heterogeneity, we decided to confine our analysis to linear 
individual country regressions. The results are summarized in Table 4. The estimated slope 
coefficients differ considerably across countries, both in terms of their magnitude and their 

‘%otice that YRU& is defined as the ratio of country i’s GDP per capita to that of the U.S., 
and hence it is indistinguishable from an intercept in the U.S. saving equation. A more 
appropriate measure would be to measure income per capita relative to the industrial 
countries average and thus avoid the identification problem in the case of the U.S. saving 
equation. 
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Table 3. Country-Specific Estimates Based on Model MZ 

IV. COUNTRY 
F u: 

SUR GCUR GI GR RINT W INF YRUS DEP PCTT 

34.60 232.0 -0.625 -0.6360 -0.9880 -0.2110 0.2370 0.0426 -0.1420 0.3690 0.0155 -0.0217 Greece 
Canada 
USA 
Finland 
Spain 
Norway 
Denmark 
Sweden 
Australia 
Germany 
France 
Netherlands 
Austria 
Japan 
New Zealand 
UK 
Belgium 
Ireland 
IMY 
Switzerland 
Portugal 

82.50 239.0 -0.625 -0.6210 -0.9600 -0.1950 -0.0120 0.0402 -0.1200 
100.00 280.0 -0.625 -0.5300 -0.7990 -0.1000 -0.1030 0.0266 0.0079 
66.10 283.0 -0.625 -0.5230 -0.7860 -0.0923 0.0734 0.0255 0.0184 
50.70 286.0 -0.625 -0.5170 -0.7760 -0.0865 0.1540 0.0247 0.0262 
69.00 290.0 -0.625 -0.5090 -0.7620 -0.0780 0.0583 0.0234 0.0377 
74.80 290.0 -0.625 -0.5080 -0.7600 -0.0773 0.0282 0.0233 0.0386 
76.80 290.0 -0.625 -0.5080 -0.7600 -0.0772 0.0177 0.0233 0.0387 
72.40 297.0 -0.625 -0.4930 -0.7330 -0.0608 0.0407 0.0210 0.0608 
64.10 299.0 -0.625 -0.4870 -0.7230 -0.0553 0.0836 0.0202 0.0683 
77.80 306.0 -0.625 -0.4720 -0.6960 -0.0395 0.0126 0.0179 0.0895 
72.60 3 14.0 -0.625 -0.4560 -0.6670 -0.0224 0.0395 0.0155 0.1130 
72.20 322.0 -0.625 -0.4380 -0.6360 -0.0041 0.0418 0.0128 0.1370 
69.90 326.0 -0.625 -0.4290 -0.6200 0.0057 0.0537 0.0114 0.1500 
67.10 339.0 -0.625 -0.4010 -0.5710 0.0346 0.0682 0.0073 0.1890 
68.80 357.0 -0.625 -0.3610 -0.5000 0.0765 0.0590 0.0013 0.2460 
71.80 364.0 -0.625 -0.3450 -0.4710 0.0934 0.0435 -0.0011 0.2690 
42.50 373.0 -0.625 -0.3260 -0.4380 0.1130 0.1960 -0.0040 0.2950 
69.00 373.0 -0.625 -0.3260 -0.4370 0.1130 0.0580 -0.0040 0.2960 
97.90 391.0 -0.625 -0.2860 -0.3670 0.1550 -0.0920 -0.0100 0.3520 
35.20 398.0 -0.625 -0.2700 -0.3380 0.1720 0.2340 -0.0124 0.3740 

0.3370 
0.1470 
0.1320 
0.1200 
0.1030 
0.1020 
0.1010 
0.0687 
0.0575 
0.0261 

-0.0081 
-0.0449 
-0.0644 
-0.1220 
-0.2060 
-0.2400 
-0.2790 
-0.2800 
-0.3630 
-0.3960 

0.0007 
-0.0859 
-0.093 1 
-0.0983 
-0.1060 
-0.1070 
-0.1070 
-0.1220 
-0.1270 
-0.1410 
-0.1570 
-0.1740 
-0.1820 
-0.2090 
-0.2470 
-0.2630 
-0.2810 
-0.2810 
-0.3 190 
-0.3340 

-0.0159 
0.0184 
0.0212 
0.0233 
0.0264 
0.0266 
0.0266 
0.0325 
0.0345 
0.0402 
0.0464 
0.0530 
0.0565 
0.0670 
0.0821 
0.0882 
0.0953 
0.0954 
0.1100 
0.1160 

. . . . 
Average 68.37 316.62 -0.625 -0.4496 -0.6566 -0.016 0.0615 0.0145 0.1212 -0.0210 -0.1628 0.0487 

Standard error 16.71 46.12 0.00 0.1012 0.1799 0.1061 0.0869 0.0152 0.1430 0.2121 0.0969 0.0382 

*The country-specific estimates are computed as pi = p, + PI,, Wi + al,, YRUSi , using the estimates in Table 2. 
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statistical significance. Some of the coefficients are statistically significant only in the case of 
three or four countries and in general are very poorly estimated.” This is true of the 
coefficients of G2, GR, fl PCTT and YRUS. Also the sign of these estimated coefficients 
vary quite widely across countries, The coefficients of RINT and INF are better estimated, 
but still differ significantly both in magnitude and in sign across the countries. Only the 
estimated coefficients of the SUR and GCUR variables are estimated precisely and tend to be 
similar across countries. The coefficient of SUR is estimated to be negative in 19 out of the 
20 countries. The positive estimate (obtained for New Zealand) is very small and not 
statistically significant. Thirteen of these estimated coefficients are negative and statistically 
significant. Similarly, 17 out of 20 coefficients estimated for the GCUR variable have a 
negative sign. None of the three positive coefficients estimated for GCUR are statistically 
significant, and seven of the 17 negative coefficients are statistically significant. 

The mean group estimates based on the individual country regressions in Table 4 support 
these general conclusions. Only the MGE of the SUR and the GCUR variables are 
statistically significant (see the last two rows of Table 4). At -0.671, the MGE of the SUR 
variable is only marginally higher than the corresponding fixed-effects estimate in Table 2 
that allows for some slope heterogeneity. The MGE of the GCUR variable (-0.401) is also 
similar to the average estimate (-0.450) reported in Table 3, computed using the fixed-effects, 
varying-slope regression of Table 2. These results are quite encouraging; but before reaching 
a conclusion we also need to consider the possible effects of misspecified dynamics on the 
estimates. 

B. Slope Heterogeneity in Dynamic Cross-Country Savings Regressions 

The fixed-effects “static” private savings regressions reported in Tables 1 and 2 are subject to 
a substantial degree of residual serial correlation, and as pointed out earlier can lead to 
inconsistent estimates even under slope homogeneity since the wealth variable, W, is in fact 
constructed from accumulation of past savings. Presence of residual serial correlation could 
be due to a host of factors: omitted variables, neglected slope heterogeneity in the case of 
serially correlated regressors, and of course neglected dynamics. From the diagnostic 
statistics provided in the second part of Table 4 it is clear that even when the slope 
coefficients are allowed to be estimated freely across countries the residual serial correlation 
still continues to be a problem, at least in the case of some, if not all the countries.16 The 
diagnostic statistics computed for the individual country regressions show statistically 
significant evidence of residual serial correlation in the case of eight of the 20 countries: 

“In Table 4 the statistically significant estimates (at the 95 percent level) are shown in bold. 

16The diagnostic statistics are computed using the Lagrange multiplier procedure described, 
for example, in Pesaran and Pesaran (1997, Section 18.5.2) and are valid irrespective of 
whether the regressions contain lagged dependent variables, implicitly or explicitly. 
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Table 4. Country-Specific Estimates of “Static” Private Saving Equations 
(20 OECD countries, 1972-1993) 

country 
Australia 

Austria 

Belgium 

Canada 

Denmark 

Finland 

France 

Germany 

Greece 

Ireland 

IdY 

Japan 

Netherlands 

New Zealand 

Norway 

Portugal 

Spain 

Sweden 

Switzerland 

UK 

SUR GCUR GI GR RINT W INF PCTT YRUS DEP 
-0.81 -0.18 0.42 0.46 
[O. 181 
-0.48 
[0.56] 
-0.68 
[0.23] 
-1.31 
[O. lo] 
-1.08 
[O. 151 
-0.70 
[O. 161 
-1.45 
[0.51] 
-0.80 
[0.35] 
-0.69 
[0.45] 
-0.48 
[0.29] 
-0.46 
[O. 181 
-0.58 
[0.21] 
-0.75 
[0.33] 
0.02 
[0.29] 
-0.22 
[0.51] 
-1.00 
[0.20] 
-0.18 
[0.55] 
-0.84 
[O.ll] 
-0.22 
[0.50] 
-0.72 
[O. 121 

[0.27] 
-0.42 
[0.40] 
-0.53 
[O. 151 
-0.56 
[O. 141 
-0.64 
[0.22] 
-0.35 
to.211 
-0.78 
[0.52] 
-0.54 
[0.28] 
-0.29 
[0.71] 
-0.50 
[O. 141 
0.05 
[0.21] 
-0.79 
[0.3 l] 
-0.43 
[0.33] 
-0.54 
[0.45] 
0.13 
[0.66] 
-0.57 
[0.32] 
-0.06 
[0.59] 
-0.96 
[0.20] 
-0.09 
[O. 161 
0.03 
[O. lo] 

-1.00 
[0.41] 
0.35 
[0.84] 
-2.47 
[1.51] 
1.01 
[1.03] 
0.36 
[0.80] 
0.87 
[1.59] 
-3.13 
[2.00] 
-0.18 
[0.71] 
-1.13 
[ 1.651 
1.33 
[1.18] 
-0.16 
[0.48] 
-0.98 
[0.50] 
-1.50 
[2.64] 
-1.22 
[0.78] 
-0.15 
[0.61] 
2.91 
[1.64] 
1.36 
[1.58] 
-2.54 
[1.49] 
0.36 
[0.76] 
-0.79 
[0.34] 

0.08 
[0.08] 
0.06 
[0.32] 
0.09 
[O. 1 l] 
0.24 
[0.09] 
0.03 
[0.25] 
0.14 
[0.20] 
0.10 
[0.23] 
0.19 
[O. 181 
0.15 
[0.34] 
-0.08 
[O. 141 
0.13 
[O. 151 
-0.14 
[0.12] 
-0.05 
[0.20] 
-0.12 
[0.22] 
-0.06 
[0.46] 
0.60 
[0.24] 
-0.01 
[0.3 l] 
-0.53 
[0.30] 
-0.26 
[O. 131 
0.37 
[0.09] 

0.18 
[0.08] 
0.24 
[0.32] 
-0.04 
[O. 141 
0.10 
[0.08] 
-0.20 
10.201 
0.40 
[O.lS] 
-0.16 
[0.18] 
-0.06 
[O. 171 
1.23 
[0.58] 
-0.71 
[0.28] 
0.12 
[O.ll] 
-0.05 
[O. 161 
0.09 
[0.28] 
-0.07 
[0.20] 
0.02 
[0.51] 
0.47 
[0.20] 
0.07 
[0.38] 
0.24 
[0.23] 
0.02 
[O. 141 
0.18 
[0.08] 

0.06 
[0.02] 
0.04 
[0.05] 
-0.02 
[0.03] 
-0.03 
[0.04] 
-0.01 
[0.03] 
0.03 
[0.03] 
-0.04 
[O. lo] 
0.00 
[0.03] 
0.10 
[0.05] 
-0.13 
[0.06] 
-0.00 
[0.03] 
0.04 
[0.03] 
0.12 
[0.05] 
0.02 
[0.03] 
-0.07 
[0.05] 
-0.07 
[0.05] 
-0.09 
[0.05] 
0.05 
[0.05] 
0.06 
[0.03] 
-0.04 
[0.03] 

0.27 
[0.09] 
0.09 
[0.54] 
-0.10 
[O. 131 
0.29 
[0.09] 
0.10 
[0.29] 
0.52 
[0.22] 
-0.22 
[0.24] 
0.02 
[0.25] 
1.05 
[0.63] 
-0.88 
[0.22] 
0.09 
[O. 131 
0.01 
[0.09] 
-0.37 
[0.27] 
-0.20 
[O. 191 
-0.04 
[0.60] 
0.64 
[O. 191 
0.11 
[0.42] 
-0.02 
[0.23] 
0.21 
[O.ll] 
0.21 
[0.08] 

0.04 
[0.03] 
0.11 
[O. 161 
-0.00 
[0.02] 
0.17 
[0.05] 
0.02 
[0.05] 
0.01 
[0.02] 
-0.06 
[0.05] 
-0.01 
[0.05] 
-0.49 
[0.27] 
0.32 
[O. 1 l] 
-0.00 
[0.04] 
0.04 
[O.Ol] 
0.06 
[O. 151 
0.07 
[0.07] 
0.23 
[0.07] 
0.21 
[O. 131 
0.18 
[O. 121 
0.09 
[O. lo] 
-0.04 
[0.05] 
0.01 
[0.04] 

[0.17] [0.22] 
-0.10 -0.03 
[0.24] [0.21] 
0.17 -0.22 
[0.09] [0.35] 
0.07 -0.17 
[O. 121 [O. 121 
0.14 -1.17 
[0.24] [0.36] 
0.02 -0.39 
[0.19] [0.52] 
0.12 -0.16 
[O. 121 [0.43] 
-0.10 -0.28 
[0.20] [O. 111 
-0.87 1.52 
[1.29] [1.24] 
0.79 1.14 
[0.24] [0.35] 
-0.12 0.32 
[O. 151 [O. 191 
-0.06 0.22 
[0.08] [0.32] 
0.30 0.22 
[0.26] [0.39] 
-0.46 0.24 
[0.33] [0.18] 
0.12 -0.16 
[0.3 l] [0.64] 
-0.72 0.16 
[0.37] [0.41] 
-0.78 -0.28 
[0.32] [0.57] 
0.00 0.22 
[0.22] [0.81] 
-0.06 -0.39 
[O. 121 [0.09] 
-0.25 0.34 
[0.15] [0.15] 

Average -0.671 -0.401 -0.335 0.046 0.104 0.001 0.089 0.048 -0.069 O.OiO 
Standard error [.083] [.067] [.332] [.052] [.081] [.014] [.088] [.036] [.090] [.127] 

*Dependent variable is the private saving rate, PSAV. The regressors are defined at the start of Section 3. The 
specification of the saving function used in MBS (1995,1998) is not identified for the U.S. Figures in (square) 
brackets are the standard errors. Statistically significant coefficients are shown in bold. 
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Australia 
Austria 
Belgium 
Canada 
Denmark 
Finland 
France 
Germany 
Greece 
Ireland 
IdY 
Japan 
Netherlands 
New Zealand 
Norway 
Portugal 
Spain 
Sweden 
Switzerland 

Table 4. Summary and Diagnostic Statistics (continued) 

G x2, (1) x2, (1) x2, (2) x2*&) jj2 LL 

0.573 0.83 0.29 0.70 1.24 0.90 
1.210 0.05 2.69 1.56 0.10 0.28 
0.693 18.10 2.84 1.03 0.81 0.69 
0.518 0.01 1.27 0.18 0.22 0.76 
1.197 1.63 0.20 1.56 2.32 0.49 
1.079 8.32 2.44 1.78 0.38 0.70 
0.689 1.78 12.51 1.80 1.13 0.54 
0.817 10.02 0.00 0.76 0.48 0.16 
2.439 6.25 0.09 1.05 0.32 0.53 
1.469 3.04 0.59 1.49 0.01 0.77 
0.606 2.80 5.09 0.74 2.76 0.72 
0.399 0.39 1.59 4.97 0.12 0.77 
1.052 3.40 1.57 0.20 2.02 0.52 
1.743 12.38 8.26 0.68 10.45 0.70 
1.622 8.47 2.18 0.81 0.53 0.39 
2.042 0.00 1.67 0.80 0.69 0.86 
1.319 8.68 5.47 1.20 0.40 0.58 
1.194 6.97 0.76 0.15 1.67 0.68 
0.535 3.13 3.40 0.70 7.79 0.44 

UK 0.541 1.63 2.20 1.38 0.50 0.81 

-11.36 
-27.78 
-15.51 
-9.10 

-27.55 
-25.27 
-15.40 
-19.15 
-43.21 
-32.06 
-12.57 
-3.37 

-24.70 
-35.82 
-34.23 
-39.30 
-29.68 
-27.49 
-9.83 

-10.07 

** & is the standard error of the country specific regressions, ~2, (1) ~2, (I), x2, (2) and 

~2, (1) are %-squared statistics for tests of residual serial correlation, functional form mis- 
specification, non-normal errors and heteroskedasticity. The figures in brackets are their degrees of 

freedom. z is the adjusted multiple correlation coefficient, and LL is the maximized log-likelihood 
value of the country-specific regressions. 
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Belgium, Finland, Germany, Greece, New Zealand, Norway, Spain and Sweden. l7 The usual 
time series technique for dealing with dynamic misspecification is to estimate error 
correction models based on autoregressive distributed lag (ARDL) models of the type 
discussed in Section II. ARDL models have the advantage that they are robust to integration 
and cointegration properties of the regressors, and for sufftciently high lag orders could be 
immune to the endogeneity problem, at least as far as the long-run properties of the model 
are concerned. l8 In the present application observations for each individual country are 
available for too short a period to estimate even a first-order ARDL model including all the 
10 regressors for each country separately.ig Pooling in the form of fixed-effects estimation 
can compensate for lack of time series observations but as we have shown this can have its 
own set of problems. 

To check the robustness of the “static” fixed-effects estimates presented in Table 2 to 
dynamic misspecification we estimated the following first-order dynamic panel data model: 

Yit = Pi + /zyi t-l , +Pi’it +P61CxitF)+PIxi,t-1 +*i*. (22) 

The country-specific long-run coefficients are given by 

ei =(& +pi +p,,K>l(l-1). ( 23 > 

We also considered the inclusion of the weighted lagged variables Fxi,r-l and yy,,,+, to the 
model but did not find them to be statistically significant. The fixed-effects estimates 
computed using all the 21 countries over the period 1972-93 are given in Table 5.20 Clearly, 
there are significant dynamics, particularly in the relationship between changes in the 
government surplus and expenditure variables (SUR, GCUR, and GI> and the private savings 

17Under slope homogeneity restrictions, residual serial correlation is a problem for all the 
countries in the panel. 

18For a detailed discussion see Pesaran and Shin (1999). 

“A first-order ARDL model in the private savings rate for each country that contains all 10 
regressors would involve estimating 22 unknown parameters with only 22 time series 
observations available per country! 

20For relatively simple dynamic models where T (=22) is reasonably large and of the same 
order of magnitude as N (=21), the application of the IV type estimators to a first differenced 
version of (3.3) does not seem necessary, and can lead to considerable loss of efftciency. The 
estimation of fixed-effects dynamic panel data models when the time dimension is short, say 
in the range of 3-10, and the cross-sectional dimension is relatively large, say 50 or more, is 
discussed in Anderson and Hsiao (1981, 1982) Arellano and Bond (1991) and more recently 
in Hsiao, Pesaran, and Tahmiscioglu (1998). 
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Table 5. Fixed-Effects Estimates of Dynamic Private Savings 
Equations with Cross-Sectionally Varying Slopes 

(21 OECD Countries, 1972-l 993) 

Regressors Coefficients 

PSAV-, 0.670 

SUR 

SuRl 

GCUR 

GCUR, 

GI 

GL, 

GR 

RINT 

(20.80) 
-0.771 

(-16.28) 
0.628 

(11.54) 
-0.544 
(7.78) 
0.412 
(6.16) 
-0.666 
(-5.54) 
0.600 
(4.80) 

-0.0014 
(-0.03) 
0.05 1 

Regressors 
W 

w x w, 

INF 

PCTT 

YRUS 

YRUS xwi 

DEP 

DEP xWi 

Coefficients 

0.074 
(4.41) 

-0.00019 
(-3.62) 
0.082 
(3.11) 
0.045 
(4.54) 
0.456 
(2.49) 

-0.00157 
(-2.81) 
0.233 
(2.12) 

-0.00089 
(-2.52) 

(1.60) 
R -2 0.908 

A 

ii -807.61 1.451 

AIC -845.61 
SBC 924.18 

* See equation (22) in the text. The figures in brackets are t-ratios. For definitions of the variables see 
the notes to Tables 1 and 2. 
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rate. There is also important evidence of cross-sectional variation in the coefftcients of the 
wealth, income and demographic variables (W, YRUS’ and DEP). However, unlike the static 
estimates in Table 2, the coefficients of GDP growth and the real interest rate are no longer 
statistically significant. Overall, this equation presents a substantial improvement over the 
static fixed-effects estimates. In fact the estimated standard error of this dynamic regression 
is 62 percent lower than the standard error of the fixed-effects estimates favored by MBS 
(1998), and reproduced in the first column of Table 1. 

Using formula (23) the following estimates of the long-run coefftcients were obtained: 

SUR -0.432 
(-3.11) 

GCUR -0.398 
(-4.65) 

GI -0.202 
(-0.91) 

GR -0.004 
(-0.03) 

RINT 0.154 
(1.64) 

W 0.224 
(4.58) 

-0.00057 E 
(-3.77) 

INF 0.248 
(3.10) 

PCTT 0.136 
(4.11) 

YRUS 1.384 -0.0047 iq 
(2.58) (-2.92) 

DEP 0.708 -0.0027 F 
(2.19) (-2.64) 

According to these estimates the long-run coefficients of the SUR and GCUR variables are 
still statistically significant, although the coefficient of the SUR variable is now estimated to 
be much lower than the estimate based on the static regressions. The long-run coefftcients of 
the G1, GR and RINT variables are no longer statistically significant. It appears that in 
contrast to government consumption expenditures, the effect of changes in government 
investment expenditures on private savings is temporary and tends to zero in the long run. 
The inflation and the terms of trade variables (INF and PCTT) have the expected signs and 
are also statistically significant. The long-run coefficients of the remaining variables vary 
with country-specific average wealth-GDP ratio and when averaged across countries yield 
the values of 0.043 [0.026], -0.118 [0.219] and -0.148 [O. 1251 for W, YRUS, and DEP 
variables respectively. The cross-sectional standard errors of these estimates are given in 
square brackets. The average estimate of the coefftcient of the relative income variable has 
the wrong sign, but it is not statistically significant. The average estimates of the other two 
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coefftcients have the expected signs, but are not statistically significant either. It is clear that 
the effects of many of the regressors considered in the MBS study are not robust to dynamic 
misspecifications. 

But before reaching a final conclusion we also need to examine the consequences ofjointly 
allowing for unrestricted short-run slope heterogeneity and dynamics.21 To this end we 
estimated individual country regressions containing first-order lagged values of the savings 
rates, PSA V&-i. The MG estimates of the long run coefftcients based on these dynamic 
individual country regressions are given in Table 6.22 For ease of comparison we have also 
included MGE based on a static version of these regressions, as well as the corresponding 
fixed-effects estimates. Unlike the fixed-effects estimates the consequences of allowing for 
dynamics on the MG estimates are rather limited. Once again only the coefftcients of the 
SUR and the GCUR variables are statistically significant; although the dynamic MG 
estimates suggest the coefftcient of the PCTT variable also to be marginally significant. 

Finally, in the last column of Table 6 we give the pooled mean group estimates of the long- 
run coefficients recently proposed by Pesaran, Shin and Smith (1999), where the short-run 
dynamics are allowed to differ freely across countries but equality restrictions are imposed 
on one or more of the long-run coefficients. The rationale being that due to differences in 
factors such as adjustment costs or the institutional set-up across countries slope 
homogeneity is more likely to be valid in the long run. The pooled mean group estimates 
(PMGE) in Table 6 impose the slope homogeneity restrictions only on the long-run 
coefficients of the SUR variable. We did try similar restrictions on the other long-run 
coefficients, but they were rejected using a Hausman-type test that compares the MG and the 
PMG estimates.23 Only the homogeneity restrictions on the long-run coefficients of the SUR 
variable could not be rejected. As expected, the PA4GE are generally more precisely 
estimated and confirm that amongst the various determinants of private savings considered 
by MBS only the effects of the SUR and the GCUR variables seem to be reasonably robust to 
the presence of slope heterogeneity and yield plausible estimates for the off-setting effects of 
government budget surpluses and government consumption expenditures on private savings 
across OECD countries. 

21The estimates in Table 5 only allow for a limited degree of slope heterogeneity. 

221ndividual country regressions that underlie the estimation of the MGE are available from 
the authors on request. 

23For details of the Hausman test applied to MG and PMG estimates see Pesaran, Shin and 
Smith (1999). 
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Table 6. Private Saving Equations: Fixed-Effects, Mean Group and Pooled 
MG Estimates 

(20 OECD countries, 1972-I 993) 

Regressors 
FE Estimates Mean Group Estimates 

Static Dynamic Static Dynamic 
Pooled MGE 

Dynamic 

SUR -0.518 -0.968 -0.671 -0.911 -0.870 
(-8.50) (-7.76) (-8.07) (-5.48) (-19.81) 

GCUR -0.461 -0.665 -0.401’ -0.394 -0.474 
(-10.76) (-8.17) (-5.95) (-4.38) (-6.88) 

GI -0.555 -0.789 -0.335 -0.109 -0.401 
(-5.28) (-4.14) (-1.01) (-0.22) (-1.14) 

GR -0.059 0.091 0.046 0.057 0.029 
(-1.09) (-0.93) (0.88) (0.92) (0.48) 

RTNT 0.205 0.127 0.104 0.183 0.139 
(4.11) (1.41) (1.28) (1.61) (1.66) 

w 0.020 0.028 0.001 0.002 -0.004 
(4.5 1) (3.49) (0.061) (0.115) (-0.21) 

lNF 0.161 0.069 0.089 0.137 0.103 
(3.91) (0.93) (1.02) (1.18) (1.11) 

PCTT 0.044 0.094 0.048 0.103 0.077 
(2.83) (3.31) (1.34) (2.21) (2.37) 

YP -0.087 -0.076 -0.069 -0.056 -0.03 1 
(-2.54) (-1.23) (-0.77) (-0.60) (-0.35) 

DEP -0.161 -0.241 0.080 0.058 0.050 
(-5.13) (-4.22) (0.63) (0.45) (0.39) 

* The dependent variable is PSAVit. The estimates refer to the long-run coefficients. Dynamic fixed-effects 
(FE) estimates are based on a first-order autoregressive panel dam model containing the lagged dependent 
variables, PSAVi,t-1. The dynamic Mean Group (MG) estimates are based on country-specific regressions 
also containing, PSAVi,t-1. The Pooled MG estimates impose the restrictions that the long-run coefficients of 
the SUR variable is the same across countries, but are otherwise comparable to the dynamic MG estimates. 
Due to the presence of YRUS variable in the model, country-specific parameters for the U.S. are not 
identified, and the U.S. is dropped from the panel. See the notes to Table 1 for the definition of the variables. 
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IV. CONCLUDINGREMARKS 

Given the paucity of long time series on individual countries, examination of many 
macroeconomic hypotheses in the literature relies on cross-country panel data. Much of this 
literature is based on simple fixed-effects estimators and does not adequately address the 
possibility that there may be considerable heterogeneity in short-run and long-run parameters 
across countries. This paper has shown that neglecting heterogeneity and dynamics in cross- 
country savings regressions can lead to misleading inferences about the key determinants of 
savings behavior. If differences across countries are ignored, one can overestimate the 
influence of certain factors on the private savings rates and at the same time obtain highly 
significant, but spurious, nonlinear effects for some of the potential determinants. 

Our results indicate that fiscal variables-the general government surplus as a proportion of 
GDP and the ratio of government consumption to GDP-are the key determinants of private 
savings rates in the industrial countries in the post world war II period. Keeping government 
consumption constant, the estimated parameters imply that the Ricardian offset in private 
savings of a decrease in the government surplus is quite large (about 0.9 in Table 6). The 
estimated parameters also imply that changes in government consumption have a different 
impact on the private savings rate than changes in government investment. In fact, once slope 
heterogeneity is adequately taken into account the impact of government investment 
expenditures on private saving is not statistically significant. The results in the paper also 
provide some support for the Harberger-Laursen-Metzler effect with improving terms of 
trade having a small positive effect on the private savings rate. For the OECD economies 
over the period under consideration, we do not find any evidence that the rate of output 
growth, the inflation rate, the real interest rate, the ratio of wealth to GDP, or the dependency 
ratio have had a statistically significant (long-term) effect on the private savings rate. 
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Inconsistency of the Fixed-Effects Estimator 
Under Slope Heterogeneity 

Suppose the dependent variables yi, i = 1, 2, . . . . N, are generated according to the following 
simple, static panel data model: 

Yit =Pi +Pi’it +Uit> i-l,2 ,..., N; t-l,2 ,..., T. (A. 1) 

The intercepts, ,ui, as well as the slopes, ,&, are allowed to vary across groups. Intercepts 
will be treated as fixed-effects. For the slopes we use the random-coefficients model 

Pi = P + Vi > i-l,2 ,..., N, (A4 

but allow for the possibility of systematic dependence between vi and the regressors xjt and 
zjf. In this appendix we derive the inconsistency of the fixed-effects estimators of the slope 
coefficients 6, and 6, in the more general panel data model 

y, = a, + 6,X, +S,zit+vit =aiS’wit+vit, i-l,2 ,..., N; t-l,2 ,..., T, (A.3) 

when in fact the yjt’s are generated according to (A. 1). To simplify the derivations we make 
the following assumptions: 

Assumption A.1 : uit is serially uncorrelated and distributed independently of Ujt for all 
i +j. 

Assumption A.2: wit = (xit, zit)’ is distributed independently of Uit,, for all i, t and t’.24 

Assumption A.3: wit follows a covariance stationary process with the variance-covariance 
matrix, Q, defined by (2.9) such that 

is a positive definite matrix. 

Assumption A.4: For each t, wit is distributed independently across i. 

24 These assumptions require Wit to be strictly exogenous, and therefore rule out the case 
where the model contains lagged dependent variables. The problem of inconsistency of 
fixed- or random-effects estimators of dynamic panel data models under slope 
heterogeneity is addressed in Pesaran and Smith (1995). 
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Although, not all the above assumptions are necessary when both N and Tare sufficiently 
large. For example, assumption A.4 is not needed when T is sufficiently large. Assumption 
A.3 can be relaxed when T is small. It is also worth noting that assumption A.3 does not 
require the correlation matrix of the regressors for all i to be non-singular, only that the 
“pooled” covariance matrix, E(Q) defined by (A.4), should be non-singular. 

In matrix notations (A. 1) and (A.3) can be written as: 

yi =/tlj I+pixj +“jP (A.9 

and 
yi =ail.+WiS+vi, (A 6) 

respectively, where 

Yi = (Yil>Yi2>“‘>YiT)‘, L = (l,J...,l)‘y Xj = (Xjl,Xi2,...,Xir)‘, 

and 

I 

) vi = 

‘il 

‘i2 

.ViT 

The fixed-effects estimators of the slope coefficients in (A.6) can be written as: 

where H = I-r- L (L’ L)-’ L’. 25 Under (A.5) we have 

&E = ~gwixlwi NT ,=, $@Y’Hx~)~~ +&$wiBui 
1-l I-1 

(A.7) 

(A.8) 

It is now easily seen that under assumptions A. 1 -A.4 and for N and/or T sufficiently large 

25The fixed effects estimator in (A.7) assumes a balanced panel. But the results readily 
extend to unbalanced panels. 
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1 * 
-c wimli $0, 
NT i=l 

where 5 denotes convergence in probability. Therefore 

In the case where the slopes are homogenous, namely pi = /?, we have 

plim $, = P ( ‘Cl 0 

APPENDIX I 

(A.9) 

(A. 10) 

Consider now the case where the slopes are heterogenous. Using (A.2) in (A. lo), it is easily 
seen that the consistency result in (A. 11) will follow if and only if 

(A. 12) 

This condition holds under the random coefficient specification where it is assumed that 
vi’s are distributed independently of wit for all i and t. (See also Swamy (1970)). Under 
assumption A.3 and as T -co we have 

1 * -xx;Hx,q -++q -I: 0, 
NT i=l 1-l 

and 

Therefore, for the fixed-effects estimators, (A.7), to be consistent we must have 

1 N 
-~o,q -%O, 
N i=l 

and ~$wi,~i ---QO, 
l-1 

(A. 13) 

asN- ~0. Namely, any systematic dependence between pi and the second order moments of 
the steady state distribution of the regressors wit must also be ruled out. When the 
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conditions in (A. 13) are not satisfied the inconsistencies of the fixed-effects estimators (for 
T and N sufficiently large) are given by 26 

Plim&,m - P) = 
cov(uixx 3 Vi )E(uj~~ > - ‘(@cl, )cov(GL)ix2 ? Vi > 

E(wi~)E(wi~~)-(E(uj~~))2 

(A. 14) 

(A.15) 

where 

26Notice that under slope heterogeneity the fixed effects estimators are inconsistent when N 
is finite and only T -+ 00. 








