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Abstract 

The views expressed in this Working Paper are those of the author(s) and do not necessarily 
represent those of the IMF or IMF policy. Working Papers describe research in progress by the 
author(s) and are published to elicit comments and to further debate. 

This paper estimates an inflation function and forecasts one-year ahead inflation for Japan. It 
finds that (i) markup relationships, excess money and the output gap are particularly relevant 
long-run determinants for an equilibrium correction model (EqCM) of inflation; (ii) with 
intercept corrections, one-year ahead inflation forecast performance of the EqCM is good; 
and (iii) forecast accuracy can be improved by combining forecasts of the EqCM with those 
made by rival models. The EqCM obtained would serve for structural model-based inflation 
forecasting. It also highlights the importance of adjustment to a pure model-based forecast by 
utilizing information of alternative models. The methodology employed is applicable to a 
wider range of countries including some emerging market economies. 
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1. INTRODUCTION 

The aim of this paper is foreca&ing one-year ahead inflation in ,Jqxm7 relying on 
structural model-based forecasting. 

Forecasting future inflation is essential for monetary policy because of the t.ime lag 
of its economic effects. That is, it is often reported that it takes one to two years before 
a change in monetary policy achieves the maximum effect, on the economy.2 Given the 
long lag between monetary policy actions a.nd their effects, the preemptive strike strategy 
seems a sensible choice for the monetary authorities. However, the strategy requires good 
forecasts of the economy, in particular, that of inflation. 

This point is further emphasized by monetary economists who advocate infla.$ion tar- 
geting. In fact, Svensson (1997) argues that inflation forecast targeting is preferable. 
This forecast should be based on a good structural model. Otherwise? a~ demonstrttted 
by Bernanke and Woodford (1997)> the inflation forecast targeting would lead to indeter- 
minacy.” In fact, in the case of Japan, difficulty in forecasting inflation is often referred 
to a9 one of the obsta.cles facing the Bank of Japan in a.dopting iufla.tion targetming (Higo, 
1999). 

At the same time, the recent years have observed a resurgence of interest in economet- 
ric forecasting. The paper relies on contributions made by Clements and Hendry (1998, 
1999) and Stock and Watson (1999), including t.lie role of cointegrating vectors for fore- 
casts, intercept corrections and over-difference of t&e model, and combining of forecasts 
(or thick modeling of &anger (2000)). The paper also exploits the ‘general-to-simple’ 
approach, which is now a standard technique for applied researchers. 

This paper is one attempt towards structural model-based inflation forecasting. To 
this end, in Section II, we first try to establish a structural inflation function as an equi- 
librium correction model (EqCM). The model is derived by a general-to-specific approach 
based on long-run coint,egration analyses. The paper finds that markup relationships, ex- 
cess money, and the output gap are long-run determinants of *Japanese inflation process. 

Then, in Section III, based on findings in the previous section, a on+year ahead 
inflation forecast model is constructed. Excess money and the output gap are found 
to be particularly important for forecast accuracy. Forecast performances of the model 
are examined together with infla,tion indicators recently proposed by Stock and Watson 

2S~e SV~~KSOII (1997). IFor itIl empirical study of a Japanese GM?, see HoIlda, 1Gt11ti0ka and Horaguchi 
(1995). 

“For example, if forecast is based OIL something representing market, expectations, then inflation 
forecasi; t,argeting policy is dt:tt:rmined ty markei. expectat,ions, which in turu are certainly affected try 
the policy response. Because of this circularity, there would be muli.iple equilibria. The argument is 
closely related to Woodford’s criticism on using inflation indicators without due consideration to causal 
relat,ionships (Woodford, 1994). 
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(1999). The role of over-difference and intercept corrections we discussed. Finally, 
the paper finds forecast performances are improved by combining forecasts between a 
structural model and a rival model. These forecast combinations can be thought as 
systematic adjustment to the pure structural model-based forecast to protect, the forecast 
against possible n&-specification or st.ructural changes. 

II. MODELING INFLATION 

A main objective of t,his section is t,o find relevant long-run relationships which govern 
the Japanese inflation process tind to examine whether we can come up with a reasona.ble 
inflation function by imposing these relationships as equilibrimn correction terms. 

Inflation is thought to be an out,come of various economic factors. These include 
the supply side factors that come from cost-push or markup relationships; the demand 
side factors that may cause demand pull inflation; monetary factors; and foreign factors 
including exchange r&e effects. One ma.y further lengthen the list, by adding inflation 
expectations. In fact, casual observation of data suggests a role for a.11 of these factors in 
inflation determination (see figures in Data Appendix). Specifically, the rapid moneta.ry 
expansion before the first oil crisis was said to fuel inflation even before the oil crisis hit 
Japan (Komiya, 1976). The first and second oil crises are obvious examples of the supply 
side and foreign factors. The fact, that inflation is cyclica. may reveal that, inflat,ion is 
demand driven. 

In order to capture these multi-factors, or multi-causal relationships in the inflation 
process, we will follow the method developed by Juselius (1992)) Metin (1995) a.nd Hendry 
(1999). They first, find various long-run relationships through the Johansen procedures 
and then construct multi-causal single equations of inflation by imposing restrict,ions on 
these long-run relationships. 

A. Long-run relationships 

We will find long-run relationships by segmenting variables a priori based on some 
sense of economic theory. Tha.t is, varinbles, which may represent four conditions (sup- 
ply, demand, money and foreign) are invest,igated individually through segmented data 
sets. From a general-to-specific point of view, econometric theory suggests, instead of 
segmenting, e.stima.ting one large unrestricted vector autoregressive (VAR) model would 
be a more suitable vehicle with which to begin. However, in practice, such a large VAR 
is often difficult to handle. It is often the caye tha.t in the context of the analysis of the 
multivariate cointegration model, difficulties of interpreting the cointegration space grow 
when more variables are added t,o a. VAR. For this reason, followiug Juselius (1992) and 
Metin (1995) i we derive some long-run relationships from sector VARs. Also segmented 
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Figure 1: Ja.panese Inflation Model: Long-nm Relationships 

sector analysis gives us flexibility to use the Hodrick-Prescott (HP) filter or ‘structural’ 
time series technique. Figure 1 presents long-run relationships we will exa.mine below. 

Markup 

First, we investigate a markup relationship, which is found significant by de Brouwer 
and Ericsson (1998) for Australian inflation, and Tanaka and Kimura (1998) for Japanese 
inflation. Following the argument of de Brouwer and Ericsson, a simple markup over total 
unit co.& can be expressed as: 

P = 0 * (ULC)7 * (Pi”)‘-‘; (1) 

where P is output price (CPI less fresh food”); ULC is the unit labor cost, pn is price 
of input such as intermediate goods and energy. 8 - 1 corresponds to a markup. The 
equation assumes that linear homogeneity holds in the long run. 

41mp~:ts of dmnges in consumption tax rate are adjusted. See Data Appendix. 
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Ta.ble 1: System Analysis of Cointegrtion (1) 

(A) Properties of VAR residuals 
P ulc p-f”@ Vector 

AR 3.08” 3.26* 2.14 2.42”* 
Normality 0.95 1.53 5.73 11.30 
ARCH 1.65 0.40 0.25 - 
Xf 1.26 0.69 0.84 0.79 

(B) Tests for the number of cointegrating vectors 
Eigenvalues 0.322 0.012 0.005 
Hypotheses T = 0 1” < 1 T < 2 
Llaz 42.8** 7.3 -6.5 
x trace 44.6** 1.8 0.5 

(C) Standardized eigenvectors ;?I’ 
P UE C #Wpi 

1.00 -0.90 -0.09 
0.46 1.00 -0.05 
0.93 -0.82 1 .oo 

(D) Standardized adjustment, coefficients o! 
P -0.11 -0.00 -0.00 
ulc 0.03 0.01 0.01 
pJzupi -0.22 0.00 0.00 

1. The vector autoregression model includes eight lags on each 
variable (p, UIC, pf”@); a corkant.; the first and the second 
oil crises dum~~ties IDxQ~ and IDHOQZ; the high growth 
era dummy SD:i$; and centered seasonal dummies. The 
estimation period is 1972Ql-1999Ql. The VAR. model can 
be reexpressed as a vector equilibrium correction model: 

where Xt is (pt ! dct i pp ), and 4 is deterministic co~npo- 

nents. 

2. The statistics X,,, and Xtlacs are Johansen’s maximal 
eigenvalue and trace statistics for testing cointegration. 
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To estima.te this relationship, a system cointegration a.nalysis is conducted using a 
Mvariate VAR model, which c0nsist.s of (p, ulc,pJ”~“).” For ULC? employees income is 
divided by potential output6 (both income and output, are all industry basis). For Pi”, 
wholesale price index of final goods, F@fi! is used. 

Table 1 summarizes performance and cointegration analysis of the VARa7 There are 
indications of auto-correlated residuals, but since the residual autocorrelations disappear 
when the sample before 1975 is omitted, it seems plausible that this is related to the 
huge fluctua.tions after the first oil crisis.s 

The Johansen test supports existence of one cointegrating vector. Both maximum 
eigenvalue and tra.ce statistics reject the hypothesis of no cointegration, but do not reject 
that there is only one cointegrating vect,or. 

Assuming one cointegrating vector and a linear hornogeneityY the derived long-nm 
markup relationship becomes: 

vmrklLp = p - 0.9ou1c - O.lOPf”~. (2) 

The linear homogeneity restriction is accepted (0.81 N x2(1)). The corresponding Q 
vector is9 

P * . . -0.11** 
ulc * * * 

( 1 
0.02 I 

PfWPi . . . -0.22** 

A share of the ULC in the total unit cost (r), 0.90, appears high compared with 
0.43 estimated by de Brouwer and Ericsson for an Australian case. This might reflect 
relatively labor intensive retail-service sector in Japan. If we replace PJ’~H with import, 
price ? piWpi, or commodity price, pcomo, which is more closely corresponding to their 
estimated markup relationship, the share of ULC becomes even larger. With the same 
homogeneity restriction on each trivariate VAR, the cointegrating vectors are: 

markup’ = p - 0.96,ulc - 0.04piwpi, (3) 
“Lower case lett,ers denote logarithm of corresponding variables. 
“The potential output estimated by the HP filter. The result is robust to choice of denominators 

used for calculat~ing ULC. Two other potential outputs discussed below give very similar cointegrating 
vectors. Also, the result does not alter, even if act,ual output is used in place of potential orltput. 

7All the estimations in this paper, unless otherwise noted, are conducted by PcGive 9.21 (Hendry 
and Doornik, 19W), PcFiml 9.21 (Doornik and Hendry, 1997), and Ox 2.20 (Doomik, 1997). 

*AR is a Lagrange-Multiplier test for ibe fift,h order of residual au(;ocorrelatlior1; Norrrddt~ is the 
Doornik-Hansen normality test; AEEl3 is a test for the fourth order conditional heteroscedasticity; 
and Xf is the White het,eroscedasticity besb. * and ** denote significance at the 5% and 1% levels! 
respect,ively. 

y A feedback coefficient to J, fvrpi (-0.22) is significant. This implies that, it single equation of inflation 
violates a weak-exogeneity condition. 
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rncl.rkll/p” = p - 0.94UlC - 0.06pc-0. (4) 
However, these additional ma.rkup relationships are not included in the equations below, 
as a long-run ho1nogeneit.y assumption is re.jected, and they tend to show wrong signs 
when they are included with markup. 

The observed rrlnrlcup declined substantially arouzld 1973 (Figure 1). This reflects 
large wage increases around the first oil crisis, which might be due to then strong labor 
unions and high inflation expectations arising from accommodative monetary policy. 
Aft,er that,, as labor unions gradually lost their bargaining power in wage negotiation and 
inflation expectations were subdued, murIz.bp recovered its level until the lat,ter half of 
1980~~ and then became largely flat,. 

Excess m.oney 

The next long-nm relationship is monetary conditions. Beginning with Friedman 
a.nd Schwa.& (1963)) many researchers have examined whether inflation is a monetary 
phenomenon. For instance, advocates of the ‘p star’ approa.ch (Hallman, Porter and 
Small, 1991) examine inflationary effects of excess money in terms of difference between 
actual money velocity and its long-run value (together with the output ga.p). Also, 
Juselius (1992) finds excess money in terms of a cointegrting vector, which represents 
the long-run money demand, as one source of inflat.ion. 

Following Juselius, we estimate a six-variat.e VAR, which consists of M2+CDs, m; 
the price, p; real GDP, y; real price of land, rpcnnd; the own rate of money, Rrn; and 
the interest rate on rival assets, RT. The VAR roughly corresponds to that in Sekine 
(1998), which finds the long-ruu money demand as a cointegrating vector of the above 
six variables, but the more comprehensive measure of real wealth is used in place of land 
price.lO 

Table 2 summa.rizes residual properties a.nd a system cointegrating a.ndysis of the 
V.4R. Again, there are indications of auto-regressive residuals possibly associated with 
the first oil crisis, but otherwise the VAR. seems satisfactory. The Johansen tests (botch 
maximum eigenvalue and trace sta.tistics) support existence of three cointegrating rela- 
tionships. 

Assuming three cointegrating vectors, the following restrictions are tested and ac- 
cepted (1.81 - x”(3)): (‘) 1 on the first cointegrating vect,or, the coefficients on (m, p, 
y) are (1, -1, -0.5) and the coefficient on Rm is equal to, but the opposite sign of the 
coefficient on Rr; (ii) on the second cointegrating vector, the coefficient on m is equal to, 

‘%edly this paper has to use the sa.me wealth variable, but it. is only availeble with a considerable lag 
(as of May 2000, only end-1996 wdt.1~ stock is availal~le). Since this paper put,s weight on forecasting, 
such H lagged variable is not useful. For this reason, TJ~“‘~~ is included as :t proxy of the wealth stock. 



-9- 

Table 2: System Analysis of Cointegration (2) 

(A) Properties of VAR residuals 
7n I Y V)land R?TL Rr Vector 

AR 2.24 7.1;** 2.69* 1.88 2.00 2.39 1.38* 
Norn2ality 1.33 1.86 2.86 2.86 0.09 2.37 10.97 
ARCH 0.54 0.36 0.21 0.59 1.99 0.11 - 

(B) Tests for the number of cointegrating vectors 
Eigenva.lues 0.412 0.385 0.330 0.160 0.09 0.05 
Hypotheses r=O r<l r<2 r<3 r<4 7-25 
X,“,,, 57.8** 53.0** 43.7** 19.0 10.0 5.4 
&vzc* 188.9** 131.1** 78.1** 34.4 15.4 5.4 

(C) Standardized eigenvectors E/j’ 
7n I 

-1.3; 
Y Wcanrl Rrn Rr trend 

1.00 -0.95 -0.08 -3.02 3.98 -0.003 
-1.11 1.00 0.46 0.16 1.52 -1.77 0.009 
-0.14 -0.03 1.00 -0.03 -0.12 -1.03 -0.006 

-25.18 3.45 50.42 1.00 -247.2 366.7 0.21 
-0.02 -0.12 0.15 -0.05 1.00 -0.30 0.00 
0.79 -0.99 0.08 -0.02 -0.05 1.00 -0.008 

7n 
P 
Y 
rpzand 
Rm 
R? 

Notes 

(D) Standardized adjustment coefficients a! 
0.15 0.25 0.12 -0.00 0.01 -0.00 
0.10 -0.14 0.04 0.00 0.18 -0.00 
0.21 -0.02 -0.12 -0.00 -0.31 -0.03 
0.20 0.07 -0.06 -0.00 -0.83 0.09 
0.02 -0.04 0.14 0.00 -0.11 -0.01 
0.03 -0.10 0.25 -0.00 0.03 0.00 

1. The vedor autoregression model includes eight lags on each variable 
(w.4 I/? ry, 6n”n3 Rm. Rr); a trend; a constant.: the first and the second 
oil crises dummies l’I),~l and .Z’L)so~z; the high growth era dummy 
S.ZI;$$; the 1995 supplementar\: budget dummy IDgs~l; and centered 
seas&d dummies. The estimati‘on period is 1972Ql-1999Ql. The ‘L’AR 
model can be reexpressed ss a veci;or equilibrium correct,ion model: 

where X, is (1nt. Pt: gt, rpt land, Rmt, Rrt): X; is (X,. trend) <and dt is 
deterministic components other than the trend. 

2. The statistics X,,, and XtrlPce are Johansen’s maximal eigenvalue and 
trace statistics for testing cointegration. 
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but the opposite sign of the coefficient on p (i.e., linear hornogeneityll); and (iii) on the 
adjustment coefficients, (~22 and ~~23 are zero (i.e.! no feedback from the second and the 
third cointegrating vectors to the inflation process). Then, the cointegrating vectors are: 

‘rtl P Y da”d Rm Rr trend 

1.00 -1.00 -0.50 -0.12 -2.15 2.15 -0.008 
-0.23 0.23 0.55 0.00 0.56 -1.13 -0.002 
-0.14 0.03 0.70 -0.01 -0.04 -0.81 -0.004 

and corresponding Q matrix becomes: 

-1.22** 0.89** 

-0.96** 0.31 

Only the first cointegrating vector is relevmt for the inflation process, which can be 
written as: l2 

money = M -p - 0.5;~ - 0.12~~‘~“~ - 2.15(Rm - Rr) - 0.008trend. (5) 

The excess money defined by equation (5) shows a sharp spike a.round 1973, which 
corresponds to “excess liquidity” of Komiya. (1976) (Figure 1). Compared with this: the 
peak around 1980 is more modest, which reflects tougher position of the Bank of Japan 
at the time of the second oil crisis. During the latter half of 1980s; there is a,nother peak 
tassociated with the bubble. However, partly because the rapid increase in asset prices 
reduced the excessiveness of money as money dernand increased through the wealth effect 
(see equation (5))) the peak during the bubble period is lower than that, around 1980. 

Excess demand 

Excess demand is expressed as an output gap, gap = yt - &, where Q~ is actual 
outmput (GDP) and gt is potential output. In this paper, potential outputs are obt,ained 
by two popular approaches: the HP filter (hpgap) and a production function (imfgap). 

l?C’he same linear homogeneity restriction on the t.hird cointegmtirg vector is reject,ed. 
*2 Again, since -0 30 . I. and 0.17 in the first col~mm of t,he CY matrix are si@fbnt, a weak-t:xo~eneil;y 

condition does not hold for a single equat.ioIl of infMion. 
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Augurnented Dicky-F’2ler (ADF) tests confirm that hpgup is I (0)) but Cr/, f grip may not 
be.l” 

The validity of the HP filter can be checked by a ‘struct,ural’ time series model.14 In 
comparison with a structural time series model, Harvey and Jaeger (1993) show that the 
HP filter has a drawback in that it may create spurious cycles. However! in this case, 
a basic structural tirne series model yields a very simikar cyclica. component (see the 
bottom left of Figure l).l” 

‘“The Dickey-EWer t-value of hpgap is C,~J = -3.58**: where=as for 1:mfgap. &,,di = -1.75, for the 
sample period from 1971Q3 to 1999Ql with the null hypot,hesis of a unit root. .4 constant and SXSOII~S 
(only for hpgnp) are included in the regression. 

‘“The Harvey’s ‘stzructural! time series model discussed here put more emphasis on decompcx~it,ioI1 of 
the series to a trend, a cycle, a seasonal pattern and irregularity. This might not necessarily coincide 
wit,11 a structural model discussed above, which is used as a model with ‘deep’ parameters in contrast, to 
a reduced form equation. 

‘“A basic structural time series model comprises the following equation: 

?Jf = If.1 + ^lt + $( + Et, et - NID(0, cr:), 

where pit is a trend, pi is a seasonal pattern and q$ is a cycle. Each component is modeled as stochastic. 

1. The sto&ast,ic trend is modeled as a local linear trend as: 

Pt = i/.+-i f a-1 + r/t: qt - NID(0, v;) 
@t = [lt...r + ct: St - NID(0, u:). 

where /.Q is the level and ijt is the slope. 

2. The trigonometric seasonal pattern is the sum of cyclical component,, ‘yj,t (i.e., “il = CJIVyl ~~~0, 
where * seasonal cyclical component evolve: 

7j,t - c0sXjyj,~--1 +sir~Xjy$.-~ +wj,,, for j - 1: . . . . (s/2) - 1: 

r;,t = - sin XjTj,f.--l + COS XjT;:t...l + W,T,,: for j = 1, . . . . (s/2) - 1! 

a.nd 
Yjl( = cos A;j-fj,&.~ + wjt, for j = s/2. 

s is the number of seasons in the ;ye;~ and Xj = 2~j. Both Wj,t and w;,~ ;UY! NID(O, mz). 

3. The stochast,ic cycle is defined as another trigonometric function: 

where p is a clamping factor such thitt 0 5 p 5 1, A, is the frecperxy of ihe cyc:le ill rachw, and 
both ~.t and K; are NID(0.a~). 

Algorithm of STAMP 8.0 (Koopman, Harvey, Doornik and Shephard, 1999) yields very small ai (- 
3.25 x lo-‘“), which implies that the r&xic:i;ion implied by the HP filt,er, ~7: = 0, may be ;3x:wpt;d)le. 

Presumably for this reason. the HP filter yields the very similar cyclical component to the structural 
time series model. 
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On the other hand, a production function approach yields somewhat! different output 
gap. The Fund estimated output gap (International Monetary Fund, 1999), which is 
based on a production function approach (Bayoumi! 1999): tends to suggest that the size 
of output gaps is larger than estimates of the time series techniques (i.e., the HP filter 
and the structural time series model). 

The difference between these two approaches is particularly large after 1998. Negative 
gaps estirnated by the time series techniques are much smaller than t,he Furld estirnates. 
On the one hand, as Hayakawa and Maeda (2000) point out, a production function 
slpproach may end up with overstating the situation since it may not fully take into 
account an increase in the rat,io of obsolete capital stock under the rapid structural 
change. However, on the other hand, the time series t,echniques may underestimate 
the situation; because of overfit of the model. For instance; around 1996, output, gaps 
estimated by the tirne series techniques exceed those at t,he peak of the bubble (around 
1990) because potential growth is estimated as low as 1.5 percent from 1994 owing to the 
low growth in the 1990s-the estimated pot,ential growth further declines to less tha.n 
one percent from the latter half of 1997. Certainly, no one can deny the possibility that. 
such low growth is true potential, but this looks on the low side. 

Since all of the above estimates of output gaps cont.ain some sort of smoothing, it is 
always difficult to see what is the true gap t,award the end of the sample period. For this 
reason, although exposition below is rnainly based on output gaps estimated by the HP 
filter, performances of the l3md estimates are also examined. 

Whether or not the purchasing power parit,y (PPP) holds in the long rim has been 
a contentious issue among empirical economists. It, is often found difficult to reject 
the hypot.hesis that real (effective) exchange r&es follow a random walk even in the 
long-run horizon (Rogoff, 1986). In ,fact, an ADF test does not reject a unit root of 
the CPI-based real effective exchange rate of the yen. lG PPP simply might not hold 
owing to various frictions such as transportation costs, trade restrictions, or ma.rk-t,o- 
market pricing behavior. The combination of the high productivity growth in the tradable 
sector and the relatively lower pr0ductivit.y growth of the non-tradable sector in Ja.pan 
may prevent the CPI-based real effective exchange rate from reverting to it.s mean (the 
Ba.lassa-Samuelson effect). However, the lack of power of a sirnple unit root test‘ may 
render test results in favor of I( 1). As reviewed by Rogoff (1986), many researchers reject 
the random walk hypothesis by increasing power of unit root tests. These include looking 
czt, longer time-series, pooling cross-country data! or adding other macro variables.17 

‘“See Table 7 in D&a Appendix. Also! I could not find my meaningful cointegrating vector by the 
Johanstm test of a t.riwwi&e VAR. t:orLsisting of yt, ;o; and et. 

“K;t~ya ;tnd Ueda (2000) show that F’PP might hold in terms of frwti~mi~l cointqpztion for l;lw 
bilateral yen-US dollar rate. 
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With a caveat that the real effective exchange rate of the yen may not be rnean- 
reverting, given that Juselius (1992) and Hendry (1999) find diversion frorn PPP as one 
determinant of their inflation functions, we will examine its relevance below. The PPP 
relationship is defined as ppp = p - p” + es where p’ is foreign price (mainly CPI) and e 
is the nominal effective exchange rate of the yen. 

B. Inflation F’unction 

Using the a.bove found long-run rela.tionships, a single equation of inflation process is 
derived below. The procedure followed is a general-to-simple approach. 

First, we estimate a very general model that regresses Apl on the a.hove four long-run 
relationships, rnarku~+-1 ! moneyt-l, hpgup~.-1 , ppp+l ; and short-run dynamics, Apt-i, 
a~+~, Amt+ AjYE_“i”, Ap;y, AuLct-i, Arppt and Rs,-i! where i takes 1 to 4 for 
Apt-i, and nil to 4 for the rest of short-run dynamics variables.‘s In addition, to capture 
backwa.rd looking inflation expect,ations or some inertia. of inflation, sum of the past 3 
years’ inflation rates, AlQp+l(= Cii, Apt-i), is included as an additional explanatory 
varia.ble. Also, the first a.nd the second oil crisis dummies, ID 7491 i IDSOQ2! a. constant a.nd 

centered seasonal dummies are added. For the sample period from 1971Q2 to 1997Q4, 
this unrestricted general rnodel yields ci = 0.22% for 55 variables and 107 observat.ions 
(SC = -10.53).1” 

Then, by sequentially eliminating insignificant terms or ur~interpretable signs, the 
following model was derived:“” 

Apt = -0.04TrM&?~p~-l -I- 0.03morheyt-l + 0.04111p9up+.4 - 0.0003pppt-l 
(0.01) (0.01) (0.02) (0.002) 

f 0.008A12p,-l -I- 0.23Aptm1 + 0.02Apcy + 0.04Ap;:y + 0.25A2p{:r 
(0.005) (0.05) (0.01) (0.01) (0.03) 

+ 0.08A&cl - 0.11A2Rst-2 + 0.06A2,‘ppt + 0.041D7ayl + O.O~I&Q~ 
(0.01) (0.02) (0.02) (0.003) (0.003) 

- 0.008CSl + O.O14cs’2 - o.oolr,~s, + 0.03, 
(0.004) (0.003) (0.002) (0.08) (6) 

T = 1971Q2 - 1997Q4, R” = 0.97, 6 = 0.24’%, DW = 2.26, SC = -11.48 
AR : F(5,84) = 1.87, ARCH : F(4,81) = 0.80, Normality : x2(2) = 2.18, 
Xf : F(29,59) = 1.06> RESET : F(1,88) = 3.37. 

*sA, denotes t,he bth dflerence operator. 
1ySC denotes the Schwarz Criterion. The larger minus I~MW+ it better m&l in terms of this criterion. 
2”RESET is the Ramsey’s repession specification test. 



- 14 - 

The very small coefficient on the PPP term implies a.n extremely slow adjustment 
process, which is consistent with the literature. If we drop the PPP t,erm, which might 
be l(1) and insignificant, then the model becomes: 

Ap, = -0.04m.arkupt~~ + 0.03moneyt-l + 0.04hpgqte4 
(0.01) (0.01) (0.02) 

+ O.O08A12p,-, + 0.22Apte1 + 0.02A~;:~;~ + 0.04Ap;:TV + 0.25A2p{:T 
(0.005) (0.05) (0.01) (0.01) (0.03) 

+ O.O8A&c1- 0.llA&~~-~ + 0.06A2rpp; + 0.041D7~Ql + o.02~Ds,,~~ 
(0.01) (0.02) (0.02) (0.003) (0.003) 

- O.O08C&+ 0.014CSa - O.OOSCS, + 0.03, 
(0.004) (0.003) (0.002) (0.07) (7) 

T = 1971Q2 - 1997Q4, R2 = 0.97, ci = 0.24X, DW = 2.26, SC = -11.52 
AR : F(5,85) = 1.89, ARCH : F(4: 82) = 0.80, Normality : x”(2) = 2.09, 
Xf : F(27,62) = 1.18, RESET : F&89) = 2.71. 

Little change is observed in e&imated coefficients.’ ’ The model proves it,s congruency in 
terms of various diagnostic tests, and it encompasses the general model (1.29 N F(38,52) 
with the null hypothesis of encompassing). The model succeeds in forecasting 1998Ql 
to 1999Ql as indicated by insignificant Forecast Chow test, 1.54 N F(5,90). Figure 2 
visually shows how well the model tracks and forecasts actual outcomes. For instance, 
the right bottom panel indicates actual outcomes are within the approximately 95Yo error 
bands of the forecasts.“” 

Figures 3 and 4 summarize results of recursive estimates. First, in Figure 3, both 
recursive l-step forecasts and various types of Chow tests confirm stability of the model. 
Figure 4 shows recursively estimated coefficients. Although some coefficients shift around 
1989, which corresponds to the height of the bubble, these are broadly within the band 
of f2 standard errors? and thus we may conclude the model is reasonably stable. 

211f we sihstit.nte +m fqup to h,ppp in equation (71, it8 coefficient l~:co~nes 0.03 with ii-wlue of 2.1. 
22Tllese forrEads msuhe that fhure values of explmat~ory variables are knowu. 
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Figure 2: Japanese Inflation Model: Fit and I-step Forecasts 

III. FORECASTING INFLATION 

Although the above estimat,ed model appears sufficient,ly congruent with the data 
generation process of Japanese inflation, it cannot be used to forecast the future course 
of inflation by itself. Forecast performance examined above is within-sample forecast 
tests: they assume future values of explanatory variables are known, which is not a case 
in reality. 

One way out might be e&mating a vector equilibrium correction model (VEqCM) or 
a more restricted system of simultaneous equations; in which explanat,ory v<ariables are 
endogenized. However, preliminary investigation of 4-quarter <ahead dynamic sirnulation 
of a VEqCM results in rather poor forecast perforrnance.23 

2JThe following VEqCM is estimated from the sample beginning in 1974Q2 

where AX, is (Apt, Ar~bt! Ayt, A$‘@! Aulcl, Rst, Arpiend ), ,YXr..., is (n-u~kupt..e, mrnqt...4, hp.qapt...d: 
pmt.-.*) and dt k a deterministic corq)onent consisting of I&oQ~, ~Q+oL)~, 1L&yl, a constant and 
centered seasonal dummies. 4quarter ahead dynamic simulation is iterated to obtain A,lp, forecasts for 
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Figure 3: Japanese Inflation Model: Recursive Statistics 

Instead, in this paper, a 4quarter ahead inflation function is directly estimated by 
exploiting the knowledge of the a.bove found long-run relationships. The importance of 
retaining cointegrating vectors for forecast is first, pointed out, by Engle and Yoo (1987) 
and subsequently elaborated by Clements and Hendry (1998, paper 6). Alternatively, 
information contents of inflation indicators are examined by a.n approach suggested by 
Stock and Watson (1999). Finally, forecast, encompassing tests are conducted to see 
whether t,here is a gain from combining forecasts. 

A. 4-quarter ahead inflation function 

As the first, step! we estimate the general model again. The four-quarter ahead annual 
inflation rate,24 A.4pt+4 is regressed on (i) four long-run solutions! hpgupt; mnrkupt; 
~rr~07~e’~t; and pppt, and (ii) short-rum dynamics, A,,pt; Apt-i; A?l,+; Am,+; Apty; 

1989Ql to 1999Ql. Obtained MSFE is 1.50, which is significantly worse than those o&a&d by single 
equation analysis (Table 3). In the meantime, Kameda, Kyoso and Yoshida (1998) estimate a small 
simultaneous equations model for Japan. but do not report outcomes of dynamic simulation. 

241n order to remove seasonal fluct,uat,ion, core infktion is ofteu represented by annual growth. For 
exanq~le, the US Federal Reserve Board reports its inflation (the chain-type price index for personal 
consur~lption expenditures (PCE)) f orecast to the Congress as annual growth at the fourth quarter 
(‘Monetary Policy Report to the Congress Pursuant to the Fnll Employment, <and Balanced Growth 
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Figure 4: Japmese Inflation Model: Recursive Coefficients 

Ap{$‘i At&--~; ArpE”; Rs+~ where i = 0 > “‘I 3. Together with the first aud the 
second oil crisis dumn-ks, SD$$, SD$$, a constant and cent.ered seaso~ml dummies, 
for the period 1972Ql to 1987Q1, the estimated model yields ii2 = 0.53% (SC = -8.80) 
for 47 variables and 61 observations. 

From this general and overfitted model, the following simplified model is obtained by 
5 sequential reduction: 

Act 1978”). Similarly, the Bank of England publishes the annual growth of the retail price index less 
mortgage interest payments (PR.fX) in its quarterly l$&ion Report. Since annual growth is sum of 
the past four quarterly growth (ALrpl. = CL, Ap,...i), it. also has an advantage that it pools the past 
observations so that it, smoothes out disturbances This is a sensible choice for policy makers who are 
more interested in a trend of inflation. 

Moreover: for forecasting tests! non-seasonally adjusted series are often preferred (Pfeese and Rogoff, 
1983). This is because forecssts based on seasonally adjusted data wit,h two-sided filser such as Census 
X11 or X12ARIMA implicitly makes use of informat.ion which would not have been available at t,he time 
of a given forecast. Al so: in ca.se of XlBAR.IMA, there is a, certain circular argument. Reliability of 
seasonal adjustment made around the end of a sample period depends crucially on accuracy of foreccast 
made by a chosen AR.l’MA model. However! if t,hat. AIUMA r1mk1 really produces accumte forecast.s? 
then there is no need to explore an issue of how to forecast. inflation. 
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Adpt+a = -0.06mcrdmpt-~ + o.58moneyt + 0.2 1 hpyc~pt 
(0.06) (0.04) (0.12) 

+ 0.08Ai2p, + 0.07Ap~;” + O.~OAJ$“~~ + O.llA&~ 
(0.02) (0.03) (0.13) (0.04) 

- 0.53A2Rst + 0.11A3Arp~d + 0.05SD~;; + 0.02SDg83: 
(0.10) (0.06) (0.01) (0.004) 

- 0.018CSi - O.O26CS, - O.O08C& - 2.29, 
(0.018) (0.019) (0.016) (0.30) (8) 

T = 1972Ql - 1987Q1, R2 = 0.99, i? = 0.69%, DW = 1.35, SC = -9.23 
AR : F(5;44) = 2.73*, ARCH : F(4,38) = 1.08, lbrmlity : x”(2) = 2.52, 
X.! : F(23: 22) = 0.76, RESET : F&45) = 1.92. 

markup is hardly significant, which might suggest that the adjustment through this 
relationship has rather short-run impacts. Dropping t,his term, the model becomes: 

&t-c4 = 0.57Vlonc~,, + 0.18hpgapt 
(0.04) (0.11) 

+ 0.10A12p, + 0.07Ap;:y + 0.77Ap{.lFwpi + O.loA,~lc~ 
(0.02) (0.03) (0.13) (0.04) 

- 0.49A2RsL + 0.09A3Ar1$n” + O.OSSD$$ + O.O2SD;$; 
(0.10) (0.05) (0.01) (0.004) 

- 0.021CSi - O.OlSCS, - O.OlSCS, - 2.54, 
(0.017) (0.017) (0.012) (0.18) (9) 

1’ = 1972Ql - 1987Q1, R” = 0.99, ii = 0.69%; DW = 1.33, SC = -9.28 
AR : F(5: 42) = 2.87*, ARCH : F(4,39) = 1.05, N(~~mall:ty : x”(2) = 3.87, 
Xf : F(21,25) = 0.83, RESET : F(1,46) = 2.07. 

It is r&her surprising to see that the model satisfies all diagnostic tests other tha.n 
marginal failure of the AR test, even though it misses t + 1 to t + 3 variables. Also, 
the model outperforms the general model in terms of a111 encompassing test (2.00 N 
F(33, 14)).25 

E’orecasts are made from 1989Ql to 1999Ql by recursively estimttting equation (9) up 
to two years before each forecast point. For example, in order to forecast 1989Q1, (i) the 

*“If we substitute bnfgup to @gap in equation (Cl), its coefficient becomes 0.12 with t-value of 1.2. 
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equation is estimated from the data of 1974&l to 1987Q1 (i.e., up to 1988&l inflation is 
regressed on up to 198781 explanatory variables); and (ii) the 1989621 inflation forecast 
is made by repla,cing the explanatory variables with t-hose up to 1988Ql. The same 
procedure is repeated for 1989Q2 onward. 

Forecast, performance of the above model is compared with three benchmark models: 

l A pure random walk, which simply predicts that the four-quarter a.head iuflation 
is same as the last observa.tion, which implies: 

For the exchange rate forecast, Meese and Rogoff (1983) find that a. random walk 
model performs at least as well as any models they considered, including various 
structural models and uni/mult,ivariate t.ime series models. It is interesting to see 
whether t,he similar story holds or not for inflation forecast,. Since the random walk 
model ccan be expressed as: 

the model can be thought as a univariate equivalence to the second differenced 
VAR (DDV in terminology of Clements and Hendry (1998; 1999)). 

l A univariate model, which regresses A~~+~ on its own lags: 

where c is a constant. This is a univariate equivalence to the first differenced VAR. 
(DV in Clernents and Hendry). 

l A model which drops the long-run relationships from equation (9). Also examined 
are models which incorporate only one of the above three long-run relationships. 

Clements and Hendry (1998, 1999) show in the presence of a structural break, the 
DDV has usually smaller forecast biases at the cost of forecast sta.ndard-error losses. 
When a gain in forecast, biases is large enough, mean squared forecast errors (MSFEs) 
become smaller since MSFE is sum of a squared forecast bias and a forecast standard 
error.26 

The role of intercept, correction is examined with the above models by adding dummies 
for the last four observations and the corresponding forecast period. Intercept corrections 
also correct errors caused by a possible structural change or mils-specification. Again, 
Clementa and Hendry show that intercept corrections can irnprove forecast accuracy 
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Table 3: Forecast Performa.nces of Quarterly Models 

no intercept correct. intercept, correct. 
Bias SE MSFE Bias SE MSFE 

Random walk -0.06 0.79 0.63 . . . *.. . . . . . . 
Univariate -0.46 0.78 0.82 -0.04 (-0.46) 0.84 0.71 
EqCMs where long-run 
relationships are: 

m,oney, hpgap 0.61 0.62 0.75 0.21 (0.48) 0.65 0.47 
moneyt imfgap 0.50 0.58 0.59 0.29 (0.28) 0.57 0.41 
mar kxp -0.22 1.01 1.06 -0.09 (-0.13) 1.00 1.00 
m.oney 0.76 0.75 1.1.5 0.33 (0.50) 0.82 0.79 
bgw -0.47 1.18 1.62 -0.48 (0.01) 1.16 1.57 
im fgap -0.96 1.02 1.96 -0.43 (-0.69) 1.19 1.60 
no long-run relationship -0.20 1.09 1.23 -0.12 (-0.07) 1.04 1.10 

Woks 

1. In annual percent.age points. &quarter &lead inflation forecasts based on equat,ion (9). 

2. Forecast period is 1989Ql-199QQl. IMimation is ln73Ql lx) twc-year before for each fore- 
cast point. 

3. Figures in parentJleses are t.he average sizes of intercept correcbions. Int.ercept corrections 
are conclnctxd by adding dulnlnies for the lest four observ;ztions and the corresponding 
forecast, period. 

on bias measures at some cost of forecast standa.rd-errors. Thus, MSFEs are smaller if 
intercept corrections reduce biases sufficiently. For inst,ance, Hayakawa and Maeda (2000) 
indicate that the markup relat,ionships might shift recently, owing to more aggressive 
pricing behaviors of firms after the 1997 financial syst.em shock. Even if this is the case, 
it is very difficult to capture such a recent change by the above Johansen procedure, which 
txies to estimate the long-run relationship. In this case, either over-difference (DDV) or 
intercept correction rnay pa~y. 

Table 3 summarizes test results: 

l Without intercept correction, the random walk model performs at least as well as 
any models. The EqCM with (money, imfgap) yields the smaller MSFE (0.59) 
than the random walk model (0.63), but the gain is almost negligible. 

l With intercept corrections, on the other hand, t,he EqCM wit,h (money, @,gup) 
or (money, imfgup) outperforms all of the benchmark models. For instance, the 
EqCM with (money, i7nfgap) yields 0.41 of MSFE; which is smaller than those 
obtained by the random walk model (0.63) and the mlivaxiate rnodel (0.71). 

l Int,ercept corrections tend to pay. As the theoly predicts, MSFEs improve through 
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Figure 5: Forecast Performances of Quarterly Model 

reduct,ion in forecast biases (but not necessarily increasing standard-errors.) 

Superiority of the EqCM is more obvious in Figure 5. a7 A simple chart would provide 
more precise comparison, since as argued by Clements and Hendry (1998, Chapter 6), 
MSFE might be a poor measure of forecast, accuracy. By definition, forecasts of the 
random walk model always lag behind the actual outcome (and this is more or less 
the case for the univariate model as well). Although volatile, two EqCMs (using either 
hpga,p or imfgap) succeed in tracking more closely actual development. The EqCMs fail 
t,o predict the peak around 1991, but. this is probably due to the effect of the unforeseeable 
supply shock arising from the gulf war. 

27For the sake of visil>ilitJy, forecasts of the mivarinte model are dropped from figures hereaft.er. which 
tend to show slightly more volatility and longer lags th<an the random walk model. 



- 22 - 

B. Alternative approach: inflation indicators 

As a.n alternat,ive approa.ch to the above EqCM, this section extends an analytical 
framework of Stock a.nd Watson (1999) j who examine forecast performances of monthly 
inflation indicators in terms of 12-month ahead inflation of the United States. 

A basic formula to forecast 1Zmonth ahead core inflations by inflation indicators is 
as follows: 

where 7rt is 1Zmonth change in CPI less fresh food (= Aigpt); gt is an inflation indicator; 
Ar,“l”” . is added for controlling a supply shock; dt is a vector of determinant~s including a 
constant and centered seasonal dummies; and b(L) and y(L) <are polynomial in the lag 
operator L.“s 

Stock and W&on constructs infla.tion indicators as the first principal components 
of various sets of monthly economic indicators. In pa.rticulartr? they find an inflation 
indicator derived from GO real economic indicators provides the good basis of the US 
inflation forecast,. 

We derive principal components from 39 monthly economic indicators (see Data 4g 
pendix). These indicators are broadly ca.tegorized as real sector indicators (further these 
can be divided into labor market indicators and goods market indicators) ; firnmcial mar- 
ket indicators (various exchange ra$es and interest rates); money and credit quantity 
indicators; and other price indicators (commodity prices etc.) They are transformed to 
I(0) by ta.king first difference. 

Forecast performances of the above indicator models are cornpared with two bench- 
mark models: a pure random walk model: 

rt+12 = rt + Et+12r 

and a urlivariate model, which drops 6( L),gt term from equation (10): 

~~-12 = y(L)Apt + th.11 + dt + E~+u. 

In order to simulate the real environment of forecasting, we will use the following 
algorithm for out of sample forecasting exercise. At time t; 

1. calculate the principal component, gt, from various indicators; 

2XIn faCt. assuming Apt is l(l), Stock and Watson estimate something equivalent to: 

rt.tlz - Apt = S(L)g, + *&)A% + b’Ap;“,‘-l + di + ~t+h. 

HOFWVCT, the ADF test suggests Apt in Jal%n is I(O): which s~lpports eqnation (10) (see ‘TM& 7). 
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Table 4: Forecast Performances of Monthly Indicator 

no intercept correct,. intercept correct. 
Bias SE MSFE Bias SE MSFE 

Random walk -0.06 0.80 0.64 1.. . . . . . . . . . 
Univariate -0.06 0.82 0.68 -0.09 (0.01) 0.77 0.59 
Principal (All) 0.06 0.79 0.62 -0.04 (0.08) 0.75 0.57 
Principal (Real) -0.05 0.81 0.67 -0.08 (0.02) 0.77 0.59 
Principal (Fina.ncid) -0.10 0.82 0.68 -0.10 (-0.03) 0.75 0.57 
Principal (Money) -0.02 0.81 0.65 -0.09 (0.05) 0.78 0.61 
Principal (Price) -0.10 0.78 0.62 -0.08 (-0.07) 0.74 0.56 

. . I 1\1 otes 

1. In annual percerd;a.g;e points. 12-quarter iihf3ad inflation foreca.sl;s based 
on equation (10). 

2. Forecast period is 198934’1~-1999M5. Estirna.tion is 1981Ml to two-year 
before for ea& fom:a.st poinl;. 

3. Figures in parentheses are the average sizes of inter:rcegt corra:ticms. 
Intercept corrections are conducted by adding dummies for t.he lsst 12 
observations and the cx~rresponding forecast period. 

2. determine the lag length of 6(L) and e,(L) in equa,tion (10) within 12 months 
according to the Schwartz Information Criterion. In order to ease computationd 
burden, we make a restriction t,hat the 1a.g lengths of both polynomials are same; 

3. estimate equation (10) and have the 1Zmonth ahead inflation forecast? ?t+12; 

4. in case of the intercept correction, shift dummies are a.dded for the last 12 obser- 
vations and the forecast period. 

Then go to t + 1 and repeat the same routine. 

Table 4 compares forecast performances in terms of MSFEs. There axe three obser- 
vations: 

l Without intercept correction, principal component indicators do not quite out- 
perform the two benchmark models. MSFE of the first principal component of a.11 
indicators (and price indicators) is 0.62, which is just marginally smaller than those 
of the random walk model and the univaria.$e model. 

l Intercept corrections seem to reduce MSFEs by about 0.05 to 0.1 percentage points. 
Contrary to the theory, t,his is achieved through reduction in the forecast standard 
errors. 
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Figure 6: Forecast Performances of Monthly Indica.tor 

l With intercept corrections, again, principal component indicators barely ontper- 
form the univariate model (with intercept corrections) nor the random walk model. 

The finding that principal component indicators little add forecast, accuracy over the 
random walk model can be easily confirmed by Figure 6. The figure shows principal (all) 
component indicator (with intercept corrections) more closely tracks the random walk 
model than the actual outcome of inflation. I!t,her disappointing performance of the 
St,ock-Watson type indicators could be due to the restriction 011 the lag length (the second 
itern of the employed algorithm). Or given the lirnited success of the indicator approach 
so far in general> one may cast doubt on robustness of this approach, which neglects 
any causal relationships including those represented by the cointegrating relationships 
(Clements and Hendry (1998, Chapter 9)). 

C. Combined forecasts 

Finally, we will try to exa.mine whether there may be gains from combining forecasts. 
To investigate into this, forecast encompassing tests are conducted by regressing the 



- 25 - 

Table 5: Forecast Encompassing Tests 

EqCM Principal Rnndom Walk Univariate 

. . . 0.46 (0.08) 0.42 (0.08) 0.39 (0.08) 
Principal 0.54 (0.08) .:. -0.09 (0.41) -0.45 (0.34j 
Random Walk 0.58 (0.08) 1.09 (0.41) . . . 0.12 (0.36) 
Univariate 0.61 (0.08) 1.45 (0.34) 0.88 (0.36) .., 

Notes 

1. T in equation (11). 

2. Sample period is 1989Ql--1999Ql. Figures in parentheses are heteroscedastic- 
consistent stsdad errors. 

following equation in the quarterly frequency.2g 
.---. 

A dPt+l= 7 * A&++4 + (1 - *i) - &~71+4 + ~1+4: (11) 

.-. _e-. 

where A,in+‘i is forecasts made by one model and A 4 L+4 is those made by the competing p 
model. If the former model dominat,es the other in forecast, estimated 9 should be close 
to 1. If neither model encompasses each ot,her, then there is a case for combining these 
two forecasts. 

Indeed, there is a case for combining forecasts of the EyCM with those of the others. 
From Table 5: we can see 

1. The univariaze model is encompassed by the random walk model and the principal 
component indicator; 

2. The random walk model is encompassed by t,he principal component indicator- 
this is probably owing to volatile movement, of the principal component indicat.or’s 
forecasts; 

3. The E&M and the other rnodels do not encompass each ot,her. 

From them, there is a strong case for combining forecasts of the EqCM with those of 
the principal component indicator, which encompasses both the random walk model and 
the urlivariate model. However, since the EqCM does not encompass the remaining t,wo 
models either, there are also cases for combining forecasts of each of them. 
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Table 6: Combined Form&s 

Bias SE MSFE 
EyCM (mxmeg, hpyup) 

with Principal 0.03 0.56 0.31 
Random Walk 0.06 0.56 0.32 
Univariate 0.07 0.60 0.36 

E&M bones, %~wP) 
with Principal 0.09 0.53 0.28 

Random Walk 0.13 0.52 0.29 
Univariate 0.13 0.55 0.32 

1. In annual percentage points. /l-quarter ahead inflation fore- 
casts based on equation (11). 

2. Forecast period is 1990Q4-1999Ql. T is olhined by rewr- 
sive OLS from the sample 1989Ql to one-year before for 
each forecast point. 

- Inflation 
- Combination ofi?qCM (money, hpgap) and Random Walk 
e------0 Combination of EqCM (monoy imfgap) and Random Walk ._.___..________._______________________-----....--.....---......... ? ._...._.____________...................-----------------.--.. 

1990 1991 1992 1993 1994 199s 1996 1997 1998 1999 

Figure 7: Performances of Combined Foremsts 
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These combinations certainly improve the forecast performance. The forecast combi- 
nations of EqCM-principal component indicator, EqCM-random walk model a.nd EqCM- 
univariate model yield MSFEs in Table 6? which are considerably smaller than t,hose 
attained in Tables 3 and 4. 3o Figure 7 also shows gains of the forecast, combinations. 
Compared with Figure 5, the combined foreca&s more closely tra.ck actual outcomes 
with less volatility. EyCM (Y-WNW~, -iTnf gap) yields slightly better MSFEs than EqCM 
(money, /rpgap) owing to the better forecast performances for the recent years. How- 
ever, the difference between them is genernlly very small. These forecast combinations 
highlight. the import,ance of adjustment, on the pure structural model-based forecasts. 
Indeed, if the EqCM is prefect, there is no room for improvement by the forecast com- 
bination. However, in reality, to protect, the forecast aga.inst, possible mis-specification 
or structural changes, adjustment. such as intercept corrections often pay (see paper 8 of 
Clements and Hendry (1998)). The above forecast combination can be regarded as one 
way of systematic a.djustrnents on the pure structural model-based forecasts.“’ 

Iv. CONCLUSION 

This paper estimates an inflat.ion function and forecasts one-year ahead inflation in 
Japan. It finds: 

1. markup, excess money and the output gap are particularly relevant long-run deter- 
minants for an EqCM of inflation. 

2”Monthly forecasts of the principal component (all) indicaf.or are converted i.o quarterly forecasts by 
taking 3-month average of the corresponding periods. 

“(‘Forecast periods of Tables 3 and 4 are 1989&l---1999Ql and 1989Ml---1999M5. For the 1990Q4--, 
1999Ql forecast interval! each model (with ini;ercept correcf;ion except for l&mdom Walk) yields the 
following MSFEs: 

Random Walk 0.55 
Univariate 0.64 
I?qCM (“07~y, hp,yCXjJ) 0.48 
EqCM (money, imfgap) 0.43 
Princiual (All) 0.44 

“lIn f~:i;~rrlt)inat~iorl with a random walk model can be t,honght as a variant of intercept corrections. .-- 
Aswm~e A@$+4 is f0recasf.s made b\r a random walk model and Azlpt+l is the E&M. Frcm equation 
(11) , the forecast combination, GT is 

-. - -_- 
Aapt -t-4 = y(A.m+.t - A4ipc+4i> + A4pt+4 

--A --_- 
= 7.Ph - A4~,+4) + A4~t+43 

In case of y = 1, A4pt.+4 = A4ptPt, which is itIl example of full intercept. correction. On the other hand, 
ill (:ase of 7 = 0, there is no intercept c:orrection. In case of 0 < 7 < 1, which is what we found above! is 
an intermediate case between the two cases (partial intercept correction). 
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2. with intercept corrections, one-year ahead infla.tion forecast performance of the 
EqCM is better tha.n those of benchmark models. Among the three long-run rela- 
tionships, combinations of excess money and the output gaps contribute most on 
explanatory power. Meanwhile, contrary to the U.S. experience? the Stock-Watson 
type of inflation indicators doe3 not, significantly outperform the benchmark models. 

3. forecast accuracy can be improved by combining forecasts of an equilibrium cor- 
rection model together with those made by rival models. 

The obtained multi-causal EqCM conforms with a general belief “Inflation is; aft,er all, 
determined by the interaction of many forces.‘: (BeIllanke, et.al.! 1999): and would serve 
for structural model-based inflation forecasting. The paper a.lso highlights the importance 
of adjustment, to a pure structural model-based forecast, by means of combining the 
forecast wit,h those of other rival models. 

Now tha.t the Fund is trying to adopt inflation targeting as one of its conditionali- 
ties, how to forecast inflation will be a critical aspect of the policy design not only for 
central banks of advanced economies, but for those of a. wider range of countries. The 
methodology emplojred in this paper may be applicable to some of these countries. 

There are two caveats! which in turn suggest the possible extensions of this study: 
One relates to modeling. As footnot.es 9 and 12 state, there are signs of violation of 
cxogeneity conditions, which cast doubt on validity of a single equation model. Although 
the obtained single equation model behaves reasonably congruently in terms of va.rioua 
other diagnostic tests, it would be interesting to see whether findings based on the sin- 
gle equation approach in this paper can be confirmed by a system approach such as a 
simultaneous equations model. 

The other relates to forecasting. Although the EqCM updates estima.tes using in- 
formation available one year prior to each forecast point, it also imposes restrictions on 
the long--nm relationships, which cannot be obtained at that time-for instance, the Jo- 
hansen tests from the sample up to 1988 do not yield the same cointegrating vectors 
used in the above because of a small sample problem, Furthermore, in general, there is 
always danger of overfit as in- and post-sample is under the contzol of a.n investigator. 
Presumably the only genuine test of the forecast would be to revisit this model in the 
future to assess the accuracy of forecasts--only the future knows the answer.32 

?Fhis research was conducted based on information available as of May 2000. At that time, the 2000 
Cl’1 inflation was forecasted as 0.1 percent (combination of EqCM (money, hpgay) with random walk) 
ucl 0.0 percent (combination of EqCM (ruone?l, 1rr!.fg(cp) with random walk) with 0.5 percents slandard 
errors. In fac:t, CPI in 2000 turned out, to be 0.4 percent lower than the previous year’s level, which was 
within one standard error bands of the above forecasts. 
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DATA APPENDIX 

A. Data for equilibrium correction models 

Consumer price index less fresh food (p): Adjustments are made at 1989 April (intro- 
duction of the then 3% conwmpt,ion tax) and 1997 April (a rise in consumption tax 
rate to 5%). 1.1% and 1.4% are estimated as permanent shifts in the level of the price 
index respectively, based ou level shift dummies of the X12ARIMA program. The almost 
identical impacts are also obtained by STAMP. In Figure 8, the series are plotted with 
the trimmed-mean CPI (Mio and Ego, 1999). 

Wholesale price index of final goods (p f”‘M): Adjustments are also made at 1989 April 
and 1997 April by 1.1% a.nd 2.1%: respectively, which are det,ected by bot,h the X12ARIMA 
and STAMP. 

Wholesale price index of import goods (#“pi). 

Nikkei commodity index (p’,” ): The simple geometric average of major 42 commodities. 

Unit labor cost (ulc): SNA-basis employees income divided by potential output. 

M2+CDs (m). 

GDP (Y>. 

Short-term interest rate (Rs): CD 3-month r&e. Spliced with the s-month Gen.s& (bonds 
with repurchase agreements) rate before 1984 April. 

Own interest rate of money (Rm): See Sekine (1998) for details. 

Interest rate on rival assets (Rr): See Sekine (1998) for det,ails. 

Real land price (rpzand ): The biannual land price index (urban district, all purposeq six 
major cities) is interpolated to the quarterly series by means of linear interpolation of the 
laud price to nominal GDP ratio. Deflated by p above. 

Real effective exchange rate (ppp): CPI-based real effective exchange r&e of the yen. 

Impulse dummy (I&Qy): A dummy which takes one at 19xxQy, otherwise nil. 

Step dummy (SDyQb +sc)Y): A dummy which takes one from 19aaQb to lSxxQy, otherwise nil. 

B. Data for principal component indicators 

All indicators are detrended by taking first differences of the corresponding logarithms 
except for interest ra.tes which do not take logarit,hms (but take first, differences.) 
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Table 7: ADF Statistics for Testing Unit Roots 

Variables &!! Lag 
P -2.55 1 
pfwpi -2.36 1 
PiW@ -2.26 1 
Pco7n.o -2.68 1 
‘IL1 C -2.80 5 
m -2.43 1 
!I -1.61 5 
Rs -4.11** 3 
Rrn -2.54 1 
R7 -3.30 1 
TpZand -2.36 2 
PPP -3.20 1 
Notes 

Variables tad. Lag 
AP -4.67** 0 
Apf W’i -5.33** 0 
Apit+ -5.30** 0 
AP’~‘~’ -5.24”” 4 
Ad c -2.50 5 
An?, -3.36 1 
4 -15.81** 0 
ARs -8.23** 0 
ARL? -5.76** 0 
ARI -7.33** 0 
Arpland -2.21 1 
APPP -7.80** 0 

APPENDIX 

1. The esi;imat.iorl periods we 1971Q3 (or 1971&d)-1999Ql. 
Constant, trend and season& axe added as regressors. 

l Real economic indicators 

- Labor market (9 indicators): Job -4pplication to Offer R.atio, New Job -4pplication 
to Offer Ratio, New Vacancy, Unemployment, Ratio, Employees Cash Payroll (more 
than 30 employees), Employment, Regular Employment, (more t(han 30 employees) ? 
Hours Works (more than 30 employees) i IJnit Labor Cost (manufacturing). 

- Goods market (12 indicators): Industrial Productrion, Shipment, Inventory, Inven- 
tory Ratio, Operating Ratio, New Machinery Order (private, less shipment and 
electricity), New I-lousing Starts, Public Works Contracts, Department Sales, New 
Passenger Car Registry, Consunlption Level Index (all households), Consumption 
Level Index (employees). 

l Financial market, (8 indicators): Nominal Effective Exchange R.ate, Real Effective Ex- 
change Rate, Yen-ITS dollar Rate (Tokyo market at 17:00), Nikkei 225 Stock Price, 
Overnight Call Rate, CD 3-month R&e, TB lo-year (over the count,er market,), Ba.nk 
Debenture 5-year (over the counter market.). 

l Money and Credit (4 indicators): Base Money> M2+CDs, Ml, Bank Loan. 

l Prices (3 indicators): Nikkei Commodity Index Wholesale Price Index (import goods), 
Wholesale Price Index (final goods). 

l Economic Planning Agency Composite Index (3 indicat*ors): Lead Index, Coincide Index, 
Lagged Index. 
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.-.-.-- D4q (uimmed nam) 

3 - D4m 
.* _......_ ___ _ .__._...........___ _ ____________...._._.--.--..........~~......---.------ . , .i;;~...~--,.::;1 

1980 1990 2000 

- Rm (iudcx line) 

1970 1980 1990 2000 1970 1980 1990 2000 

.2 ______________.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
- D4pfwpi 

1970 1980 1990 2000 

1 
- D4ulc 

1970 1980 1990 2000 

1970 1980 1990 2000 

Figure 8: Japanese Inflation Model: Da,ta 
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